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Abstr act

This neno presents operational considerations and issues with |Pv6
Domai n Nanme System (DNS), including a summary of special |Pv6

addr esses, docunentation of known DNS i npl enentation m sbehavi or,
recomendat i ons and consi derations on how to perform DNS nam ng for
service provisioning and for DNS resol ver | Pv6 support,

consi derations for DNS updates for both the forward and reverse
trees, and miscellaneous issues. This meno is ained to include a
summary of information about | Pv6 DNS considerations for those who
have experience with |IPv4 DNS
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1

1

I ntroduction

This neno presents operational considerations and issues with |Pv6
DNS; it is nmeant to be an extensive summary and a |ist of pointers
for nore information about |1 Pv6 DNS considerations for those with

experience with | Pv4 DNS

The purpose of this docunment is to give information about various
i ssues and considerations related to DNS operations with IPv6; it is
not nmeant to be a normative specification or standard for |1 Pv6 DNS

The first section gives a brief overview of how | Pv6 addresses and
nanes are represented in the DNS, how transport protocols and
resource records (don't) relate, and what |Pv4/1Pv6 nane space
fragmentati on nmeans and how to avoid it; all of these are described
at nmore length in other documents

The second section summari zes the special |Pv6 address types and how
they relate to DNS. The third section describes observed DNS

i mpl enent ati on m sbehaviors that have a varying effect on the use of
| Pv6 records with DNS. The fourth section lists reconmendati ons and
consi derations for provisioning services with DNS. The fifth section
in turn | ooks at recomendati ons and consi derati ons about providing

| Pv6 support in the resolvers. The sixth and seventh sections
descri be considerations with forward and reverse DNS updat es,
respectively. The eighth section introduces several nmiscellaneous

| Pv6 issues relating to DNS for which no better place has been found
in this meno. Appendix A looks briefly at the requirenents for

uni que | ocal addressing. Appendix B discusses additional data.

1. Representing |Pv6 Addresses in DNS Records

In the forward zones, |Pv6 addresses are represented usi ng AAAA
records. 1In the reverse zones, |Pv6 address are represented using
PTR records in the nibble format under the ip6.arpa. tree. See

[ RFC3596] for nore about | Pv6 DNS usage, and [ RFC3363] or [RFC3152]
for background information.

In particular, one should note that the use of A6 records in the

forward tree or Bitlabels in the reverse tree is not recomended

[ RFC3363]. Using DNAME records is not recommended in the reverse
tree in conjunction with A6 records; the docunent did not nean to
take a stance on any other use of DNAME records [ RFC3364].
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1.2.

1

1. 4.

I ndependence of DNS Transport and DNS Records

DNS has been designed to present a single, globally unique name space
[ RFC2826]. This property should be naintained, as described here and
in Section 1.3.

The I P version used to transport the DNS queries and responses is

i ndependent of the records being queried: AAAA records can be queried
over |Pv4, and A records over |IPv6. The DNS servers nust not nake
any assunptions about what data to return for Answer and Authority
sections based on the underlying transport used in a query.

However, there is sone debate whether the addresses in Additiona
section could be selected or filtered using hints obtained from which
transport was being used; this has sone obvious problens because in
many cases the transport protocol does not correlate with the
requests, and because a "bad" answer is in a way worse than no answer
at all (consider the case where the client is led to believe that a
nane received in the additional record does not have any AAAA records
at all).

As stated in [ RFC3596]:

The I P protocol version used for querying resource records is
i ndependent of the protocol version of the resource records; e.g.
| Pv4 transport can be used to query |IPv6 records and vice versa.

Avoi di ng 1 Pv4/1Pv6 Nane Space Fragnentation

To avoid the DNS nane space fromfragnenting into parts where sone
parts of DNS are only visible using I Pv4 (or |1 Pv6) transport, the
recomendation is to always keep at | east one authoritative server

| Pv4-enabl ed, and to ensure that recursive DNS servers support |Pv4.
See DNS | Pv6 transport guidelines [RFC3901] for nore information

Query Type '*' and A/ AAAA Records

QTYPE=* is typically only used for debuggi ng or nanagenent purposes;

it is worth keeping in mind that QTYPE=* ("ANY" queries) only return
any available RRsets, not *all* the RRsets, because the caches do not
necessarily have all the RRsets and have no way of guaranteeing that

they have all the RRsets. Therefore, to get both A and AAAA records
reliably, two separate queries nust be nade
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2. DNS Consi derations about Special |Pv6 Addresses

There are a couple of IPv6 address types that are sonmewhat speci al
these are consi dered here.

2.1. Limted-Scope Addresses

The |1 Pv6 addressing architecture [ RFC4291] includes two kinds of

| ocal -use addresses: link-local (fe80::/10) and site-loca
(fec0::/10). The site-local addresses have been deprecated [ RFC3879]
but are discussed w th unique |ocal addresses in Appendi x A

Li nk-1 ocal addresses shoul d never be published in DNS (whether in
forward or reverse tree), because they have only local (to the
connected |ink) significance [ W P-DC2005] .

2.2. Tenporary Addresses

Tenporary addresses defined in RFC 3041 [ RFC3041] (sonetines called
"privacy addresses") use a random nunber as the interface identifier
Havi ng DNS AAAA records that are updated to always contain the
current value of a node’s tenporary address woul d defeat the purpose
of the mechanismand is not recommended. However, it would still be
possible to return a non-identifiable nane (e.g., the IPv6 address in
hexadeci mal fornat), as described in [RFC3041].

2.3. 6to4 Addresses

6t 04 [ RFC3056] specifies an automatic tunneling nechanismthat maps a
public | Pv4 address VAADDR to an | Pv6 prefix 2002: VAADDR: : / 48.

If the reverse DNS popul ation would be desirable (see Section 7.1 for
applicability), there are a nunber of possible ways to do so.

[ WP-H2005] ainms to design an autononous reverse-del egati on system

t hat anyone bei ng capabl e of comuni cating using a specific 6to4
address would be able to set up a reverse del egation to the
corresponding 6to4 prefix. This could be deployed by, e.g., Regiona
Internet Registries (RIRs). This is a practical solution, but nmay
have sone scal ability concerns.

2.4, Oher Transition Mechani sns

6to4 is mentioned as a case of an IPv6 transition nechani smrequiring
speci al considerations. In general, mechanisnms that include a
special prefix may need a custom sol ution; otherw se, for exanple,
when | Pv4 address is enbedded as the suffix or not enbedded at all
special solutions are |ikely not needed.

Durand, et al. I nf or mat i onal [ Page 5]



RFC 4472 Consi derations with I Pv6 DNS April 2006

Note that it does not seemfeasible to provide reverse DNS with

anot her automatic tunneling nmechanism Teredo [RFC4380]; this is
because the | Pv6 address is based on the | Pv4 address and UDP port of
the current Network Address Translation (NAT) mapping, which is
likely to be relatively short-1lived.

3. Observed DNS | npl enentati on M sbehavi or

Several classes of nisbehavior in DNS servers, |oad-bal ancers, and
resol vers have been observed. Mst of these are rather generic, not
only applicable to IPv6 -- but in some cases, the consequences of
this m sbehavior are extrenely severe in | Pv6 environnents and
deserve to be nentioned.

3.1. M sbehavior of DNS Servers and Load-bal ancers

There are several classes of mi sbehavior in certain DNS servers and
| oad- bal ancers that have been noticed and docunented [ RFC4074]: sone
i mpl enentations silently drop queries for uninpl enented DNS records
types, or provide wong answers to such queries (instead of a proper
negative reply). Wiile typically these issues are not limted to
AAAA records, the problens are aggravated by the fact that AAAA
records are being queried instead of (mainly) A records.

The probl ens are serious because when | ooking up a DNS nane, typica
getaddrinfo() inplenentations, with AF_UNSPEC hint given, first try
to query the AAAA records of the name, and after receiving a
response, query the Arecords. This is done in a serial fashion --
if the first query is never responded to (instead of properly
returning a negative answer), significant tine-outs will occur.

In consequence, this is an enornous problemfor |Pv6 depl oynents, and
in sone cases, |Pv6 support in the software has even been disabl ed
due to these problens.

The solutionis to fix or retire those m sbehavi ng i npl enent ati ons,
but that is likely not going to be effective. There are sone

possi ble ways to mitigate the problem e.g., by performng the

| ookups somewhat in parallel and reducing the tinme-out as |long as at
| east one answer has been received, but such nethods remain to be

i nvestigated; slightly nore on this is included in Section 5.

3.2. M sbehavi or of DNS Resol vers
Several cl asses of m sbehavi or have al so been noticed i n DNS

resol vers [ WP-LB2005]. However, these do not seemto directly
inmpair I Pv6 use, and are only referred to for conpleteness.

Durand, et al. I nf or mat i onal [ Page 6]



RFC 4472 Consi derations with I Pv6 DNS April 2006

4. Recommendations for Service Provisioning Using DNS

Wien nanmes are added in the DNS to facilitate a service, there are
several general guidelines to consider to be able to do it as
snoot hly as possi bl e.

4.1. Use of Service Nanes instead of Node Nanes

It makes sense to keep informati on about separate services logically
separate in the DNS by using a different DNS hostnane for each
service. There are several reasons for doing this, for exanple:

o It allows nore flexibility and ease for nmigration of (only a part
of ) services fromone node to another

o It allows configuring different properties (e.g., Tinme to Live
(TTL)) for each service, and

o It allows deciding separately for each service whether or not to
publish the | Pv6 addresses (in cases where sonme services are nore
| Pv6-ready than others).

Usi ng SRV records [ RFC2782] woul d avoi d these probl ens.
Unfortunately, those are not sufficiently widely used to be
applicable in nost cases. Hence an operation technique is to use
servi ce nanes instead of node names (or "hostnanes"). This
operational technique is not specific to IPv6, but required to
under stand the considerations described in Section 4.2 and
Section 4. 3.

For exanpl e, assune a node naned "pobox. exanpl e.cont provi des both
SMIP and | MAP service. Instead of configuring the MX records to
poi nt at "pobox.exanple.cont, and configuring the mail clients to

| ook up the mail via I MAP from "pobox. exanpl e. com', one coul d use,
e.g., "sntp.exanple.cont for SMIP (for both message subm ssion and
mai | rel ayi ng between SMIP servers) and "i map. exanpl e. con' for | MAP.
Note that in the specific case of SMIP rel aying, the server itself
must typically also be configured to know all its nanes to ensure
that | oops do not occur. DNS can provide a layer of indirection

bet ween servi ce nanes and where the service actually is, and using
whi ch addresses. (Obviously, when wanting to reach a specific node,
one should use the hostnane rather than a service nane.)
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4.2. Separate vs. the Sanme Service Nanmes for |Pv4d and | Pv6

The service naning can be achieved in basically two ways: when a
service is named "service. exanpl e.cont for |Pv4, the |Pv6-enabl ed
service could either be added to "service. exanpl e.cont or added
separately under a different name, e.g., in a sub-domain |ike
"service.ipv6. exanpl e. cont'.

These two net hods have different characteristics. Using a different
nane allows for easier service piloting, minimzing the disturbance
to the "regul ar” users of |IPv4 service; however, the service would
not be used transparently, wi thout the user/application explicitly

finding it and asking for it -- which would be a disadvantage in nost
cases. Wien the different nane is under a sub-donain, if the
services are deployed within a restricted network (e.g., inside an

enterprise), it’'s possible to prefer themtransparently, at least to
a degree, by nodifying the DNS search path; however, this is a
subopti mal solution. Using the sane service nane is the "long-ternt
solution, but may degrade performance for those clients whose | Pv6
performance is |ower than | Pv4, or does not work as well (see
Section 4.3 for nore).

In nost cases, it nmakes sense to pilot or test a service using
separate service nanes, and nove to the use of the sanme nanme when
confident enough that the service level will not degrade for the
users unaware of |Pv6

4.3. Adding the Records Only When Fully | Pv6-enabl ed

The recommendation is that AAAA records for a service should not be
added to the DNS until all of following are true

1. The address is assigned to the interface on the node.
2. The address is configured on the interface.

3. The interface is on a link that is connected to the | Pv6
infrastructure

In addition, if the AAAA record is added for the node, instead of
servi ce as recommended, all the services of the node should be |Pv6-
enabl ed prior to adding the resource record.

For exanple, if an IPv6 node is isolated froman | Pv6 perspective

(e.g., it is not connected to IPv6 Internet) constraint #3 would nean
that it should not have an address in the DNS
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Consi der the case of two dual -stack nodes, which both are |Pv6-

enabl ed, but the server does not have (global) IPv6 connectivity. As
the client |ooks up the server’s nanme, only A records are returned
(if the recomendati ons above are followed), and no |IPv6

conmmuni cati on, which woul d have been unsuccessful, is even attenpted.

The issues are not always so bl ack-and-white. Usually, it’'s

i mportant that the service offered using both protocols is of roughly
equal quality, using the appropriate netrics for the service (e.qg.

| at ency, throughput, |ow packet |oss, general reliability, etc.).
This is typically very inportant especially for interactive or real-
tinme services. In nany cases, the quality of |IPv6 connectivity may
not yet be equal to that of IPv4, at least globally; this has to be
taken into consideration when enabling services.

4.4. The Use of TTL for IPv4 and | Pv6 RRs
The behavi or of DNS caching when different TTL val ues are used for

different RRsets of the sanme name calls for explicit discussion. For
exanple, let’s consider two unrel ated zone fragments:

exanpl e. com 300 I'N VX f 00. exanpl e. com

f 00. exanpl e. com 300 I'N A 192.0.2.1

f 00. exanpl e. com 100 IN AAAA  2001:db8::1

chi | d. exanpl e. com 300 IN NS ns. chi |l d. exanpl e. com
ns. chil d. exanple.com 300 IN A 192.0.2.1

ns. child. exanple.com 100 I[N AAAA  2001:db8::1

In the forner case, we have "courtesy" additional data; in the
latter, we have "critical" additional data. See nore extensive
background di scussion of additional data handling in Appendix B

4.4.1. TTL with Courtesy Additional Data

Wien a caching resolver asks for the MX record of exanple.com it
gets back "foo.exanple.conf. It may also get back either one or both
of the A and AAAA records in the additional section. The resolver
must explicitly query for both A and AAAA records [RFC2821].

After 100 seconds, the AAAA record is renoved fromthe cache(s)
because its TTL expired. It could be argued to be useful for the
caching resolvers to discard the A record when the shorter TTL (in
this case, for the AAAA record) expires; this would avoid the
situation where there would be a wi ndow of 200 seconds when

i nconplete information is returned fromthe cache. Further argunent
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for discarding is that in the normal operation, the TTL values are so
high that very likely the incurred additional queries would not be
noti ceabl e, conpared to the obtai ned performance optim zation. The
behavior in this scenario is unspecified.

4.4,2. TTL with Critical Additional Data

The difference to courtesy additional data is that the A/ AAAA records
served by the parent zone cannot be queried explicitly. Therefore,
after 100 seconds the AAAA record is renoved fromthe cache(s), but
the A record remains. Queries for the remaining 200 seconds
(provided that there are no further queries fromthe parent that
could refresh the caches) only return the Arecord, leading to a
potential operational situation with unreachable servers.

Simlar cache flushing strategies apply in this scenario; the
behavior is |ikew se unspecified.

4.5, 1Pv6 Transport Quidelines for DNS Servers

As described in Section 1.3 and [ RFC3901], there should continue to
be at least one authoritative |Pv4 DNS server for every zone, even if
the zone has only I Pv6 records. (Note that obviously, having nore
servers with robust connectivity would be preferable, but this is the
m ni mum r ecommendat i on; al so see [ RFC2182].)

5. Recommendati ons for DNS Resol ver | Pv6 Support

When | Pv6 is enabled on a node, there are several things to consider
to ensure that the process is as snooth as possible.

5.1. DNS Lookups May Query | Pv6 Records Prematurely

The systemlibrary that inplenents the getaddrinfo() function for
| ooking up names is a critical piece when considering the robustness
of enabling IPv6; it nmay cone in basically three flavors:

1. The systemlibrary does not know whether |Pv6 has been enabled in
the kernel of the operating system it may start |ooking up AAAA
records with getaddrinfo() and AF_UNSPEC hi nt when the systemis
upgraded to a systemlibrary version that supports |Pv6.

2. The systemlibrary mght start to performIPv6 queries with
getaddrinfo() only when | Pv6 has been enabled in the kernel
However, this does not guarantee that there exists any usefu
| Pv6 connectivity (e.g., the node could be isolated fromthe
other IPv6 networks, only having |link-local addresses).
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3. The systemlibrary mght inplenent a toggle that would apply sone
heuristics to the "I Pv6-readi ness" of the node before starting to
perform queries; for exanple, it could check whether only Iink-
| ocal |1 Pv6 address(es) exists, or if at |east one global |Pv6
address exists.

First, let us consider generic inplications of unnecessary queries
for AAAA records: when looking up all the records in the DNS, AAAA
records are typically tried first, and then A records. These are
done in serial, and the A query is not performed until a response is
received to the AAAA query. Considering the m sbehavi or of DNS
servers and | oad-bal ancers, as described in Section 3.1, the | ookup
del ay for AAAA may incur additional unnecessary |atency, and

i ntroduce a conponent of unreliability.

One option here could be to do the queries partially in parallel; for
exanple, if the final response to the AAAA query is not received in
0.5 seconds, start perforning the A query while waiting for the
result. (Immediate parallelismnight not be optinal, at |east

wi t hout information-sharing between the | ookup threads, as that woul d
probably lead to duplicate non-cached del egati on chain | ookups.)

An additional concern is the address sel ection, which may, in some
circunstances, prefer AAAA records over A records even when the node
does not have any | Pv6 connectivity [WP-RDP2004]. |In sone cases,
the inplenentation nay attenpt to connect or send a datagramon a
physical |ink [WP-R2006], incurring very |long protocol tine-outs,

i nstead of quickly falling back to | Pv4.

Now, we can consider the issues specific to each of the three
possibilities:

In the first case, the node perforns a nunmber of conpletely useless
DNS | ookups as it will not be able to use the returned AAAA records
anyway. (The only exception is where the application desires to know
what’s in the DNS, but not use the result for comunication.) One
shoul d be able to disable these unnecessary queries, for both | atency
and reliability reasons. However, as |Pv6 has not been enabled, the
connections to | Pv6 addresses fail inmediately, and if the
application is programmed properly, the application can fal
gracefully back to I Pv4 [ RFC4038].

The second case is simlar to the first, except it happens to a
smal | er set of nodes when | Pv6 has been enabl ed but connectivity has
not been provided yet. Similar considerations apply, with the
exception that |1Pv6 records, when returned, will be actually tried
first, which may typically lead to long tine-outs.
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The third case is a bit nore conplex: optimzing away the DNS | ookups
with only link-locals is probably safe (but may be desirable with

di fferent | ookup services that getaddrinfo() may support), as the
link-locals are typically automatically generated when IPv6 is

enabl ed, and do not indicate any formof |IPv6 connectivity. That is,
perform ng DNS | ookups only when a non-link-local address has been
configured on any interface could be beneficial -- this would be an

i ndi cation that the address has been configured either froma router
adverti senent, Dynami ¢ Host Configuration Protocol for |Pv6 (DHCPv6)
[ RFC3315], or manually. Each would indicate at |east sone form of

| Pv6 connectivity, even though there woul d not be guarantees of it.

These issues should be anal yzed at nore depth, and the fixes found
consensus on, perhaps in a separate docunent.

5.2. (Obtaining a List of DNS Recursive Resolvers

In scenari os where DHCPv6 is available, a host can discover a list of
DNS recursive resol vers through the DHCPv6 "DNS Recursive Nane
Server" option [RFC3646]. This option can be passed to a host

t hrough a subset of DHCPv6 [ RFC3736].

The 1 ETF is considering the devel opnent of alternative nmechanisns for
obtaining the list of DNS recursive nane servers when DHCPv6 is
unavail abl e or inappropriate. No decision about taking on this
devel opnent work has been reached as of this witing [ RFC4339].

In scenari os where DHCPv6 is unavail able or inappropriate, mechanisns
under consideration for devel opnent include the use of [W P-02004]
and the use of Router Advertisenents to convey the infornmation

[ W P-J2006] .

Not e that even though I Pv6 DNS resol ver discovery is a recomended
procedure, it is not required for dual -stack nodes in dual -stack
networks as | Pv6 DNS records can be queried over IPv4 as well as

| Pv6. Cbviously, nodes that are nmeant to function w thout manua
configuration in I Pv6-only networks nust inplenent the DNS resol ver
di scovery function.

5.3. IPv6 Transport Cuidelines for Resolvers
As described in Section 1.3 and [ RFC3901], the recursive resolvers
shoul d be I Pv4-only or dual-stack to be able to reach any | Pv4-only

DNS server. Note that this requirement is also fulfilled by an | Pv6-
only stub resolver pointing to a dual -stack recursive DNS resol ver
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6. Considerations about Forward DNS Updati ng

While the topic of how to enable updating the forward DNS, i.e., the
mappi ng from nanes to the correct new addresses, is not specific to
| Pv6, it should be considered especially due to the advent of

St at el ess Address Autoconfiguration [ RFC2462].

Typically, forward DNS updates are nore nanageabl e than doing themin
the reverse DNS, because the updater can often be assuned to "own" a
certain DNS nane -- and we can create a formof security relationship
with the DNS nanme and the node that is allowed to update it to point

to a new address.

A nore conplex formof DNS updates -- adding a whole new nane into a
DNS zone, instead of updating an existing nane -- is considered out
of scope for this meno as it could require zone-w de aut hentication
Adding a new nane in the forward zone is a problemthat is stil
being explored with IPv4, and | Pv6 does not seemto add nuch new in
t hat area.

6.1. Mnual or Custom DNS Updates
The DNS mappi ngs can al so be nmaintained by hand, in a sem -autonmatic
fashi on or by running non-standardi zed protocols. These are not
considered at nore length in this neno.

6.2. Dynanic DNS

Dynami ¢ DNS updat es (DDNS) [RFC2136] [RFC3007] is a standardized

mechani sm for dynanmically updating the DNS. It works equally well
with Statel ess Address Autoconfiguration (SLAAC), DHCPv6, or manual
address configuration. It is inportant to consider how each of these

behave if | P address-based authentication, instead of stronger
mechani sms [ RFC3007], was used in the updates.

1. WManual addresses are static and can be confi gured.

2. DHCPv6 addresses could be reasonably static or dynami c, depending
on the deployment, and could or could not be configured on the
DNS server for the long term

3. SLAAC addresses are typically stable for a long tinme, but could
require work to be configured and nmi ntai ned.

As relying on I P addresses for Dynanic DNS is rather insecure at
best, stronger authentication should al ways be used; however, this
requires that the authorization keying will be explicitly configured
usi ng unspeci fi ed operational nethods.
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Note that with DHCP it is al so possible that the DHCP server updates
the DNS, not the host. The host might only indicate in the DHCP
exchange which hostnanme it would prefer, and the DHCP server woul d
make the appropriate updates. Nonetheless, while this makes setting
up a secure channel between the updater and the DNS server easier, it
does not help nuch with "content" security, i.e., whether the

host nane was acceptable -- if the DNS server does not include
policies, they nust be included in the DHCP server (e.g., a regular
host should not be able to state that its name is "ww. exanpl e.cont).
DHCP-initi ated DDNS updat es have been extensively described in

[ W P- SV2005], [W P-S2005a], and [ W P-S2005b] .

The nodes nust sonehow be configured with the informati on about the
servers where they will attenpt to update their addresses, sufficient
security material for authenticating thenselves to the server, and
the hostnanme they will be updating. Unless otherw se configured, the
first could be obtained by |ooking up the authoritative nane servers
for the hostnane; the second nust be configured explicitly unless one
chooses to trust the | P address-based authentication (not a good
idea); and lastly, the nodename is typically pre-configured sonehow
on the node, e.g., at install tine.

Care shoul d be observed when updating the addresses not to use |onger
TTLs for addresses than are preferred lifetines for the addresses, so
that if the node is renunbered in a nmanaged fashion, the anount of
stale DNS information is kept to the minimum That is, if the
preferred lifetime of an address expires, the TTL of the record needs
to be nodified unless it was al ready done before the expiration. For
better flexibility, the DNS TTL shoul d be much shorter (e.g., a half
or athird) than the lifetine of an address; that way, the node can
start lowering the DNS TTL if it seens |like the address has not been
renewed/refreshed in a while. Sonme di scussion on how an
admi ni strator could manage the DNS TTL is included in [RFC4192]; this
could be applied to (smart) hosts as well.

7. Considerations about Reverse DNS Updating
Updating the reverse DNS zone nmay be difficult because of the split
authority over an address. However, first we have to consider the
applicability of reverse DNS in the first place

7.1. Applicability of Reverse DNS
Today, sone applications use reverse DNS either to | ook up sone hints
about the topol ogical information associated with an address (e.g.

resol ving web server access logs) or (as a weak formof a security
check) to get a feel whether the user’s network adm nistrator has
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"aut hori zed" the use of the address (on the premi se that adding a
reverse record for an address woul d signal some form of
aut hori zation).

One additional, maybe slightly nore useful usage is ensuring that the
reverse and forward DNS contents match (by |ooking up the pointer to
the nane by the IP address fromthe reverse tree, and ensuring that a
record under the nane in the forward tree points to the | P address)
and correspond to a configured nane or domain. As a security check,
it is typically acconpani ed by other mechani sms, such as a user/
password | ogin; the main purpose of the reverse+forward DNS check is
to weed out the majority of unauthorized users, and if soneone
managed to bypass the checks, he would still need to authenticate

"properly".

It may al so be desirable to store | Psec keying material corresponding
to an IP address in the reverse DNS, as justified and described in
[ RFC4025] .

It is not clear whether it makes sense to require or recomend that
reverse DNS records be updated. In nany cases, it would just nake
nore sense to use proper nmechanisns for security (or topol ogica

i nformation | ookup) in the first place. At mninmum the applications
that use it as a generic authorization (in the sense that a record
exists at all) should be nodified as soon as possible to avoid such

| ookups conpl etely.

The applicability is discussed at nore length in [ WP-S2005c].
7.2. Manual or Custom DNS Updates

Reverse DNS can of course be updated using nmanual or custom net hods.
These are not further described here, except for one special case.

One way to deploy reverse DNS would be to use wildcard records, for
exanpl e, by configuring one nane for a subnet (/64) or a site (/48).
As a concrete exanple, a site (or the site’'s ISP) could configure the
reverses of the prefix 2001:db8:f00::/48 to point to one nane using a
wi I dcard record like "*.0.0.f.0.8.b.d.0.1.0.0.2.ip6.arpa. INPTR
site.exanple.com". Naturally, such a nanme could not be verified
fromthe forward DNS, but would at |east provide sone form of

"topol ogical information" or "weak authorization" if that is really
considered to be useful. Note that this is not actually updating the
DNS as such, as the whole point is to avoid DNS updates conpl etely by
manual |y configuring a generic namne.
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7.3. DDNS with Statel ess Address Autoconfiguration

Dynanmic reverse DNS with SLAAC is sinpler than forward DNS updates in
sonme regard, while being nore difficult in another, as described
bel ow

The address space adnini strator deci des whether or not the hosts are
trusted to update their reverse DNS records. |If they are trusted and
depl oyed at the same site (e.g., not across the Internet), a sinple
addr ess-based authorization is typically sufficient (i.e., check that
the DNS update is done fromthe sanme | P address as the record being
updat ed); stronger security can al so be used [RFC3007]. |If they
aren’t allowed to update the reverses, no update can occur. However,
such address-based update authorization operationally requires that
ingress filtering [ RFC3704] has been set up at the border of the site
where the updates occur, and as close to the updater as possible.

Addr ess-based authorization is sinpler with reverse DNS (as there is
a connection between the record and the address) than with forward
DNS. However, when a stronger formof security is used, forward DNS
updates are sinpler to nanage because the host can be assuned to have
an association with the domain. Note that the user may roamto

di fferent networks and does not necessarily have any association with
the owner of that address space. So, assuming a stronger form of

aut hori zation for reverse DNS updates than an address association is
general ly infeasible.

Moreover, the reverse zones nust be cl eaned up by an unspecified
janitorial process: the node does not typically know a priori that it
wi |l be disconnected, and it cannot send a DNS update using the
correct source address to renove a record

A problemwi th defining the clean-up process is that it is difficult
to ensure that a specific |IP address and the correspondi ng record are
no | onger being used. Considering the huge address space, and the
unl i kel i hood of collision within 64 bits of the interface
identifiers, a process that would renove the record after no traffic
has been seen froma node in a long period of time (e.g., a nmonth or
year) night be one possibl e approach

To insert or update the record, the node nust discover the DNS server
to send the update to sonehow, sinmlar to as discussed in

Section 6.2. One way to automate this is |ooking up the DNS server
authoritative (e.g., through SOA record) for the |IP address being
updated, but the security material (unless the |IP address-based

aut hori zation is trusted) nust al so be established by sone other
neans.
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One should note that Cryptographically Generated Addresses (CGAs)
[RFC3972] may require a slightly different kind of treatnent. CGAs
are addresses where the interface identifier is calculated froma
public key, a nodifier (used as a nonce), the subnet prefix, and
other data. Depending on the usage profile, CGAs mi ght or night not
be changed periodically due to, e.g., privacy reasons. As the CGA
address is not predictable, a reverse record can only reasonably be
inserted in the DNS by the node that generates the address.

7.4. DDNS with DHCP

Wth DHCPv4, the reverse DNS nane is typically already inserted to
the DNS that reflects the nane (e.g., "dhcp-67.exanple.com). One
can assune sinmilar practice nay beconme conmonpl ace with DHCPv6 as
well; all such mappi ngs would be pre-configured and would require no
updat i ng.

If a nore explicit control is required, sinilar considerations as
with SLAAC apply, except for the fact that typically one nust update
a reverse DNS record instead of inserting one (if an address

assi gnnent policy that reassigns disused addresses is adopted) and
updating a record seens like a slightly nore difficult thing to
secure. However, it is yet uncertain how DHCPv6 is going to be used
for address assignnent.

Not e that when using DHCP, either the host or the DHCP server could
performthe DNS updates; see the inplications in Section 6.2.

I f disused addresses were to be reassigned, host-based DDNS reverse
updat es woul d need policy considerations for DNS record nodification
as noted above. On the other hand, if disused address were not to be
assi gned, host-based DNS reverse updates woul d have sinilar

consi derations as SLAAC in Section 7.3. Server-based updates have
simlar properties except that the janitorial process could be
integrated with DHCP address assignment.

7.5. DDNS with Dynami c Prefix Del egation
In cases where a prefix, instead of an address, is being used and
updat ed, one should consider what is the |ocation of the server where
DDNS updates are nmade. That is, where the DNS server is |ocated:
1. At the sanme organi zation as the prefix del egator
2. At the site where the prefixes are delegated to. 1In this case

the authority of the DNS reverse zone corresponding to the
del egated prefix is also delegated to the site.
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3. Elsewhere; this inplies a relationship between the site and where
the DNS server is located, and such a relationship should be
rather straightforward to secure as well. Like in the previous
case, the authority of the DNS reverse zone is al so del egated.

In the first case, managi ng the reverse DNS (del egation) is sinpler
as the DNS server and the prefix delegator are in the sane

adm nistrative donmain (as there is no need to del egate anything at
all); alternatively, the prefix delegator m ght forgo DDNS reverse
capability altogether, and use, e.g., wldcard records (as described
in Section 7.2). In the other cases, it can be slightly nore
difficult, particularly as the site will have to configure the DNS
server to be authoritative for the del egated reverse zone, inplying
automatic configuration of the DNS server -- as the prefix nay be
dynani c.

Managi ng the DDNS reverse updates is typically sinple in the second
case, as the updated server is located at the local site, and
arguably | P address-based authentication could be sufficient (or if
not, setting up security relationships would be sinpler). As there
is an explicit (security) relationship between the parties in the
third case, setting up the security relationships to allow reverse
DDNS updat es should be rather straightforward as well (but IP

addr ess-based authentication m ght not be acceptable). In the first
case, however, setting up and nanagi ng such rel ati onships mght be a
ot nore difficult.

8. M scel | aneous DNS Consi der ati ons

This section describes niscell aneous consi derations about DNS t hat
seemrelated to | Pv6, for which no better place has been found in
this docunent.

8.1. NAT-PT with DNS-ALG

The DNS- ALG conponent of NAT-PT [ RFC2766] mangles A records to | ook
i ke AAAA records to the I Pv6-only nodes. Nunerous problens have
been identified with [WP-AD2005]. This is a strong reason not to
use NAT-PT in the first place.

8.2. Renunbering Procedures and Applications’ Use of DNS

One of the nost difficult problens of systenmatic |P address
renunbering procedures [ RFC4192] is that an application that |ooks up
a DNS nane disregards information such as TTL, and uses the result
obtained fromDNS as long as it happens to be stored in the nmenory of
the application. For applications that run for a long tinme, this
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10.

coul d be days, weeks, or even nonths. Sonme applications nmay be
cl ever enough to organize the data structures and functions in such a
manner that | ookups get refreshed now and t hen

VWil e the issue appears to have a clear solution, "fix the
applications", practically, this is not reasonabl e i medi ate advi ce.
The TTL information is not typically available in the APIs and
libraries (so, the advice becones "fix the applications, APls, and
libraries"), and a lot nore analysis is needed on how to practically
go about to achieve the ultimte goal of avoiding using the nanes

| onger than expected.
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