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Abstract

As stated in [I.Dquinn-nsc-problemstatenent], the service overlay
i s independent of the network topology and all ows operators to use
what ever overlay or underlay they prefer and to | ocate service nodes
in the network as needed.

Thi s docunent extends the general topol ogy nodel concept defined in
[1.D nmedved-i 2rs-topol ogy-im and focuses on defining information
nodel for service topol ogy.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mnum of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on August 17, 2014.
Copyright Notice

Copyright (c) 2014 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the I ETF Trust’s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
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1. | ntroducti on

Net wor k t opol ogy i nformation can be collected fromnetwork by using
IGP or BGP-LS [I.D-draft-idr-Is-distribution]. Information nodel for
network topol ogy provided in [I.D nedved-i2rs-topology-im is built
based on such network topol ogy information.

A service specific overlay utilized by Service chaining creates the
servi ce topology. The overlay creates a path between service
function(SF) nodes. Service functions can be co-located on one SF
Node or physically separated across several SF Nodes with each having
one or nore Service Functions. |In either case, a service function
may be running in its own virtualized system space or natively on the
hosti ng system

Wthin the service topol ogy, an ordered set of Service functions wll
be invoked for each packet that belongs to a given flow for which a
SFC will be applied. Adding new service function to SF Node in the
topol ogy is easily acconplished, and no underlying network changes
are required. Furthernore, additional service Functions or Service
Function instances, for redundancy or |oad distribution purpose, can
be added or renoved to the service topol ogy as required.

As stated in [I.Dquinn-nsc-problemstatenent], the service overlay
i s independent of the network topology and all ows operators to use
what ever overlay or underlay they prefer and to | ocate service nodes
in the network as needed.
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Thi s docunent extends the general topol ogy nodel concept defined in
[1.D medved-i 2rs-topol ogy-im and focuses on defining information
nodel for service topol ogy.

2. Conventions used in this docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC2119 [ RFC2119].

3. Service Topol ogy I nformation Model

This section specifies the service topology informati on nodel in

Routi ng Backus- Naur Form (RBNF, [RFC5511]). It also provides
di agranms of the nmain entities that the informati on nodel is conprised
of .

3.1. Base Mddel: the Service-Topol ogy Conponent

The foll ow ng diagram contains an informal graphical depiction of the
mai n el ements of the information nodel:
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The basic information nodel works as follows: A service topol ogy
contai ns service nodes and segnents. A segnent connects two nodes (a
source and a destination)and have direction, nay be unidirectional or
bidirectional. unidirectional is one where traffic is passed through
a set of SF nodes in one forwarding direction only. Bidirectional is
one where traffic is passed through a set of SF nodes in both
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forwardi ng directions. Each SF node contains termnation points. It
occurs before or after other service node, therefore each node may
have its upstream SF node and/or downstream SF node.

A SF node may be dedicated to a tenant(e.g., an |PVPN custoner),

gl obal Iy shared anong tenants, or available to be assigned in whole
or in part to a tenant or a set of tenants. Therefore SF Nodes can
map onto and be supported by other SF nodes, while Segnent can map
onto and be supported by other segnents,e.g., one segnent can be
mapped to two consecutive segnents stitching together. Service
Topol ogi es can map onto ot her, underlay topol ogies. However in sone
cases when sone services are dedicated to a tenant or topol ogy
information are not gathered using I GP or BGP, Service Topol ogi es
shoul d be i ndependent from network topol ogy and therefore should not
map onto other, underlay topol ogies.

The informati on nodel for the Service-Topol ogy conponent is nore
formally shown in the follow ng diagram

<servi ce-topol ogy> ::= (<topol ogy>...)

<t opol ogy> ::= <TOPOLOGY_I| DENTI FI ER>
(<segnent>...)
(<node>...)
[ <t opol ogy-type>]
[ <under| ay-t opol ogi es>]
[ <t opol ogy- ext ensi on>]

<t opol ogy-type> ::= (<snnmp> [ <snnp-topol ogy-type>]) |
(<ipfix> [<ipfix-topol ogy-type>])|
(<i2rs> [<i2rs-topol ogy-type>])

<under | ay-topol ogi es> ::= (<TOPOLOGY_I DENTI FI ER>. . .)

<t opol ogy- ext ensi on> ::= <snnp-topol ogy- ext ensi on>
<i pfi x-t opol ogy- ext ensi on>
<i gp-t opol ogy- ext ensi on> |
<bgp- t opol ogy- ext ensi on>

<segnment > ::= <Segnent _| DENTI FI ER>
<source>
<desti nati on>
[<direction>]
[ <segnent - ext ensi on> |

<source> ::= <term nation-point-reference>
<destination> ::= <term nation-point-reference>
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<term nation-poi nt-reference> ::= <SF_NCDE_| DENTI FI ER>

<direction> ::= (<Unidirection>)|
(<Bi di rection>)

<segnent - ext ensi on> :: = <snnp-segnent - ext ensi on>
<i pfi x- segnent - ext ensi on>

<node> ::= <SF_NODE_| DENTI FI ER>
(<term nation-point>...)
[ <SF- NODE_TYPE>]
[ <NEXT- HOP>]
[ <SF- node- ext ensi on>]

<term nation-point> ::= <TERM NATI ON_PQO NT_I| DENTI FI ER>
[ <supporting-term nation-poi nts>]
[ <term nation-poi nt - ext ensi on>]
<supporting-term nation-points> ::=
(<TERM NATI ON_PO NT_| DENTI FI ER>. . .)
<SF_NODE- TYPE> :: =
(<SF- 1 ngress- Node>) |
( <SF- Enabl ed- Node>) |
( <SF- Egr ess- Node>)

<NEXT- HOP> ::= (<SF_NODE_| DENTI FI ER>. . .)

<node- ext ensi on> :: = <SF-1ngress- Node- ext ensi on>
<SF- Enabl e- Node- ext ensi on>
<SF- Egr ess- Node- ext ensi on>

The el enments of the Service-Topol ogy information nodel are as
foll ows:

o A service overlay can contain multiple topol ogies. Each topol ogy
is captured inits own list elenent, distinguished via a topol ogy-
id.

o A topology has a certain type, such as SNWMP or |PFIX. A topol ogy
can even have nultiple types simultaneously. The type, or types,
are captured in the list of "topol ogy-type" conponents.

o0 A topol ogy contains segnents and nodes, each captured in their own
list.

o0 A node has a node-id. This distinguishes the node from ot her

nodes in the list. In addition, a node has a list of termnation
points, used to term nate segnent. An exanples of a term nation
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poi nt m ght be a physical or |ogical port or, nore generally, an
i nterface.

o A segnent is identified by a segnment-identifier, uniquely
identifying the segnent within the topol ogy. segnent are point-to-
poi nt and has direction. The direction can be unidirectional or
bidirectional. Accordingly, a segnent contains a source and a
destination. Both source and destination reference a
correspondi ng node, as well as a term nation point on that node.

o The topol ogy, node, segnent and direction el enents can be extended
wi th topol ogy-specific conponents (topol ogy-extensions, node-
ext ensi on, segnent-extension and direction-extension
respectively).

The topol ogy nodel includes segnment that are either bidirectional
unidirectional. Service function chain path is anal ogue to |inked
list data structure and can be represented through a set of Ordered
segnments from source to destination. Each node in the service
overlay may be located at different |ayer. The segnment can be setup
to steer traffic through these specific service nodes at different

| ayers or bypass some specific service nodes at different |ayers.

The topol ogy nodel only supports point to point and does not support
mul tipoint. Therefore Segnments are term nated by a single

term nation point, not sets of term nation points. Connections

i nvol ving multi hom ng or segnment aggregati on schenes need to be
nodel ed using nultiple point-to-point segnment,e.g., connection from
service node A at lower |ayer to service node D at higher |ayer can
conprise a segnent 1 from service node A to service node B and
segnent 2 from service node B to service node C and segnent 3 from
service node Cto service node D. By using segnent aggregation, we
can define a new segnent fromservice Ato service node D which is
supported by segnent 1,2 and 3.

Unl i ke network topol ogy collection, the service topol ogy information
may be not avail able fromeach SF by using | GP advertisenment or BGP-
LS nort hbound distribution since SF may be not |ocated at network

| ayer. However these SF at different |layer nay have affinity with
one SF node(e.g., SF egress node or SF ingress node or SF enabl ed
node), therefore service topology information associated with SF nodes
bet ween SFC i ngress node and SFC egress node can be col |l ected using
| GP or BGP-LS from egress network node or ingress network node.

Al ternatively, the service node may rely on SNVP or |IPFI X interface
for interrogation of a virtual device's state, statistics and
configuration.
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3.

3.

2.

3.

The TED (Traffic Engineering Data) Conponent

Traffic Engineering Data for service overlay can be built or

suppl emrent ed from ot her sources inventory managenment system and share
to PCE, ALTO server or other topology nmanager defined in [I.Dietf-

i 2rs- architecture]. Information shared by themis defined as the
conponent, "TED'. This conponent defines a set of groupings wth
auxiliary information required and shared by those other conponents.

<SF- Enabl e- Node- Ext ensi on> :: = <SF- Node- Locat or >
<Support ed- Cont ext - Type>
[ <FI B- Si ze>]
[ <RI B- Si ze>]
[ <MAC- For war di ng- Tabl e- Si ze>]
<SF- Chai n- | ndex>
[ (<SF-ldentifier>
<SF- Type>
<Custoner-|D>. .
<SF-inventory-data>)...]
<SF-type> ::=
<firewal | > |
<| oadbal ancer >
<NAT44>|
<NAT64>|
<DPI >

This nmodul e details traffic-engineering node attributes:

o TED node attributes include SF-Node-Locator, SF-Type and SF-
I dentifier, SF-Chain-Index and inventory-data information.

I nventory datastore Conponent

Inventory Data for service overlay can be obtai ned by usi ng SNWP or

| PFI X and share to PCE, ALTO server or other topol ogy nmanager defi ned
in[l.Dietf-i2rs- architecture]. Information shared by themis
defined as the conponent, "inventory database". This conponent
defines a set of groupings with auxiliary information required and
shared by those other conponents.
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<SF-inventory-data> ::=
<SF-capabilities>
<SF- admi ni strative-info>

<SF-capabilities> ::=
(<support ed- ACL- nunber >)|
(<virtual - cont ext - nunber >)|
(<support ed- packet -rate>) |
(<support ed- bandw dt h>)

<SF-adm ni strative-info> :: =
(<Packet-rate-utilization>)|
(<Bandwi dt h-utilization-per-CoS>)|
(<Packet-rate-utilization-per-Cos>)|
(<Menory-utilization>)|
(<avai | abl e- menory>) |
(<RIB-utilization-per-address-fam|ly>)|
(<FIB-utilization-per-address-fam|ly>)|
(<CPU-utilization>)|
(<Avai |l abl e st orage>) |
(<Bandwi dt h-utilization>)|
(<Fl owresource-utilization-per-flowtype>)

This nodul e details inventory node attri butes:

o Inventory node attributes include SF-capabilities and SF-
adm ni strative-info.

4. Security Considerations

Thi s docunent does not introduce any new security issues above those
identified in [ RFC5511].
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