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Abstract

A key aspect of the Interface to the Routing System (12RS) is what
mechani sms it includes to carry policy information and to enabl e
policy control. This applies both in the protocol itself and in the
services associated with the different conponents of the routing
system Simlarly, the data-nobdels associated with the services nust
be capabl e of expressing the appropriate granularity for access and
aut hori zation-related policy. This docunent describes the policy
framework for |2RS.
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1

I nt roducti on

The Interface to the Routing System (I2RS) provides read and wite
access to the information and state that enable the routing
conponents of routing elenents. The I2RS is introduced and descri bed
in[l-D atlas-irs-problemstatenent] and [|-D.ward-irs-franmework].

Policy helps provide filters and control on the access to information
and state that is enabled by individual protocol interactions. A
clear view of the policy features desirable at the 12RS is inportant
to shape the architecture and requirenents for the protocols and
services of the 12RS. Policy can be explicitly defined or inplicitly
assunmed in a system and can be enforced by that systenis rules and
behavior. Since |2RS provides services to routing sub-systens that

al ready have policy defined (inplicitly or explicitly), it is

i mportant to consider the existing policy nechani snms and how an | 2RS
services should interact wwth them

| 2RS policy has four different aspects that need to be consi dered.

1. Policy related to the |12RS protocol interactions between
di fferent systens.

2. Policy related to the interaction between the |2RS Agent and the
| ocal systemto which the |I2RS Agent is providing an interface.

3. Service policy to support scope and influence restrictions and to
preserve necessary policy associated with the related routing
sub- system

4. Policy that can be installed or read via a service’ s data-nodel
that is associated with the related routing sub-system

Ter m nol ogy
The followng termnology is used in this docunent.

agent or |2RS Agent: An | 2RS agent provides the supported | 2RS
services to the |ocal systenis routing sub-systens. The |I2RS
agent understands the | 2RS protocol and can be contacted by |I2RS
clients.

client or 12RS dient: A client speaks the |2RS protocol to
communi cate with | 2RS Agents and uses the |I2RS services to
acconplish a task as instructed by the client’s |ocal application.
An | 2RS client can be seen as the part of an application that
supports | 2RS and could be a software |ibrary.
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service or |2RS Service: For the purposes of |2RS, a service refers

to a set of related state access functions together with the
policies that control its usage. For instance, 'RI B service’
coul d be an exanple of a service that gives access to state held
in a device's RIB.

read scope: The set of information which the particular |I2RS entity

Wi

(agent or client) is authorized to read. This access includes the
perm ssion to see the existence of data and the ability to
retrieve the value of that data. |In the context of an interaction
between a client and an agent, the effective read scope is
restricted to the intersection of the read scopes of the two
entities.

te scope: The set of field values which the particular |2RS
entity (agent or client) is authorized to wite (i.e. add, nodify
or delete). This access can restrict what fields can be nodified
or created, and what specific value sets and ranges can be
installed. 1In the context of an interaction between a client and
an agent, the effective wite scope is restricted to the
intersection of the wite scopes of the two entities.

scope: When unspecified as either read scope or wite scope, the

term scope applies to both the read scope and wite scope.

resour ces: A resource is an | 2RS-specific use of nenory, storage,

r ol

or execution that a client nay consune due to its |2RS operations.
The amount of each such resource that a client may consune in the
context of a particular agent can be constrained. Exanples of
such resources could include: the nunber of installed operations,
nunber of operations that haven't reached their start-tine, etc.
These are not protocol -specific resources or network-specific
resour ces.

e or security role: A security role specifies the scope,
resources, precedences, etc. that a client or agent has.

identity: A client is associated with exactly one specific

At | as,

identity. State installed by a particular identity is owned by
that identity; state ownership can not be transferred. It is
possi ble for nmultiple communi cati on channels to use the sane
identity; in that case, the assunption is that the associ ated
client is coordinating such conmunication. Simlarly, an agent is
associated with a specific identity.
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3. Ceneral |2RS Policy

| 2RS needs its own inplicit and explicit policy. This section
articul ates sone of the those key concepts and policy decisions. The
| 2RS policy applies to interactions between the agent and clients and
bet ween the agent and the | ocal system

The agent’s externally perceivabl e behavi or and associated policy is
a key aspect of I2RS that nust be described. The client’s behavior
and functionality is specifically out-of-scope except where it needs
to be described with respect to the agent’s behavior and the |I2RS

pr ot ocol .
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Figure 1. Architecture of clients and agents

As can be seen in Figure 1, a client can conmunicate with nmultiple
agents. The application associated with a client may have nmultiple
tasks it is acconplishing (separate functions, short-term versus

| onger-term etc) and each such task may involve a set of agents
which may or may not differ
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As can also be seen in Figure 1, an |I2RS Agent may communicate wth
multiple clients. Each client may send the agent a variety of wite
operations. The set of wite operations received by an agent nay
overlap and conflict. No sinple protocol or policy mechani sns by an
agent can conpletely avoid indirect interactions between different
install operations. The functional partitioning between the
different clients nust be done to avoid undesirable indirect

i nteractions.

3.1. Use-Case of Overlapping Interactions

An | 2RS Agent can receive overl apping operations fromnultiple
clients. An exanple is when there are two applications:

Client A Special Flow Router: Client Ais part of an application
that explicitly routes particular special flows using policy-based
routing (aka ACLs).

Cient B: DDoS Detection and Mtigation: Client Bis part of an
application that |ooks for flows that appear to be part of a DDoS
attack and explicitly routes themto mtigate the attack. dient
B al so uses policy-based routing (aka ACLS).

If Cient Bis told to explicitly route prefix X, because it |ooks
suspicious, and Cient Ais also explicitly routing prefix X then
the |1 2RS Agent nust determ ne what to do based upon policy. Even

t hough intelligent functional partitioning has been done, this is an
exanpl e where the |12RS agent nust still nake an arbitration decision.
Thi s docunent defines precedence as the policy nechani sm by which the
| 2RS agent can be instructed what to do in such cases.

3.2. Policy between client and agent

Multiple clients can communicate with the sane agent. The agent nust
have policies to manage the resulting conplexity. Inplicit policy

i ncl udes the assunptions about conmuni cati on between the client and
agent. Explicit policy includes nmechanisns to arbitrate between
different clients, between operations of the sane client, and to
manage state owned by an client inside the agent.

Any easy way to look at the i2rs policies is that the policies answer
who, what, and how.

Who: The first type of policies concern identity, secure roles, and
security nodel for connecting. The sanme is true of any secured
connect between two hosts where each host has an identity, a secured
role in the communi cation and security nodel on who can connect.
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What: The second set of policies |ook at secure nodel on what data
can be exam ned, the scope of the read or wites, and the anmount of
resources an active i2rs agent can consune. A security nodel defines
the barriers for the i2rs activity.

How. The third set of policies involve howthe i2rs agent and i2rs
client comuni cation, and how they mtigate the natural contention of
allowing an i2rs client to talk to multiple i2rs agents or an i2rs
agent to communicate with nmultiple clients. For exanple, a single
i2rs client connected to several i2rs agents (i2rs agent J and i2rs
agent K) may |earn of an interface overload (on i2rs agent J), and
then want to reprioritize activities on i2rs agent Kto find another
data path. This is priority policy. In the sane way, the two i2rs
Clients (Aand B) may try to install a RIB route on i2rs agent K |If
there are overl appi ng actions, policy needs to determ ne who w ns.

3.2.1. ldentity

By definition, a client is associated with exactly one identity. An
agent will store data that is owned by a particular client, based
upon that client’s identity. Since a client can conmunicate via
mul ti ple transport channels and no channel needs to be active for the
agent to have associated state, the client’s identity is used to
identify the ownership of the data stored by the agent.

Simlarly, by definition, an agent is associated with exactly one
identity. A client nmay also store |l ocal state associated with a
particul ar agent. The agent’s identity can be used to identify
ownership of the data stored by the client.

The details of what constitutes an identity can be dependent upon the
specifics of the I2RS protocol and sel ected security mechani sns.
However, there are sonme critical considerations for identity that do
i npose constraints.

An identity is not tied to a single communication channel. A client
may use nmultiple | P addresses; an identity should not be tied to a
specific IP address. |If the client or agent is associated with a

systemthat nmay be nobile, that should be considered inits
identification. Finally, the syntax and semantics for identifiers
used for a client and for an agent may be different.

3.2.2. Security Role
In the context of an agent, each client will have a security role.
The client’s identity and associ ated security role will have to be

verified via an acceptable security nechanism A variety of such
mechani sns are anticipated to neet different security and operational
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3.

3.

2.

2.

obj ectives. Exanple nechanisns mght include a role assertion from
the client to the agent that the agent can cryptographically verify
or having the agent to use an already trusted protocol to verify the
client’s security role and identity.

An agent nust know the scope and resources associated with each
particul ar security role. This information may vary across different
agents even in the sane network or it nmay be consistent across
different agents in the same network. The latter can be enforced by
having a client that is authorized to influence the neta-data nodel
of security roles on the relevant set of agents.

A security role also defines what precedences (See Section 3.2.8) a
conmi ssi oner can use.

3. Security Model

As described above, roles identify the scope and resources allowed to
an 12RS Cient. The policy nodel therefore needs to include these
roles. The question of the bindings of identities to roles, and the
selection of identities are protocol specific matters outside the
scope of this docunent.

The policy nodel for roles needs to address these two dinensions. It
needs to create the roles thenselves. This should allow for use of
techni ques like inheritance, presumably with some rules on how rol e
definitions can augnent or restrict the inherited definitions.

The security nodel al so needs to define, by reference to the policy
nodel itself, the scope of the role. The question of defining the
resources of arole is for further study. The role definition needs
to indicate what types and instances of data can be observed and what
i nformati on about those instances entities with that role can
observe. The security nodel also needs to define which data itens
can be nodified, and what nodifications (ranges, specified values, or
ot her assertions that nmust be net) are permtted.

4. Scope

Scope is specified as part of a security role. A security role may
be defined and nanaged in an external repository, centralized wthin
an adm nistration. The security role definitions nust be accessible
to an agent.

In the context of an interaction between a client and an agent, the
effective scope is restricted to the intersection of the scopes of
the two entities.
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What information a particular client is authorized to read i s known
as the clien’s read scope. A read scope includes the ability to see
that particular data exists and to read the sane data. The read
scope can have its constraints specified in terns of specific
portions of data nodels.

Simlarly, what information a client can wite (add/ nodify/del ete)
may be contrained. This is known as its wite scope. The wite
scope is specific in both the parts of the data nodels and in the set
and range of data that can be witten. For exanple, a client m ght
be able to wite static routes in the RIB data-nodel for prefixes in
10. 0/ 16.

Wiile the client’s behavior and functionality is specifically out-of-
scope, it is useful to describe the sanme scope concepts for an agent
operating in the context of a client.

An agent’s read scope is the set of data that the agent can read or
have access to. An agent would generally |earn such data because the
client has sent that data to the agent in an operation.

An agent’s wite scope is the set and range of data that the agent is
allowed to provide to the client and that will be accepted by the
client. For instance, client B may accept next-hop change
notifications for prefix 10.0/16 from agent 1 but not from agent 2.
3.2.5. Resources

When a client sends operations to an agent, those operations can
consune resources. Therefore, it is inportant that the agent have
policy to limt the resources available to a particular client. This
is based on the client’s identity and security role. Such resource
policy specifications need to be provided in a data-nodel that can be
nodi fied by appropriately authorized clients or |ocal configuration.
Exanpl es of such resource constraints include:

Nunber of installed operations owned,

Nunber of operations that haven’t reached their start-time, and

Nunber of event notifications registered for.

As discussed in Section 3.2.7, a client can specify priorities for
the operations it sends.

If conpute resources are considered, it is not the intent to try and
determ ne the conputation associated with particul ar operations.
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Instead, the constraint could be on percentage of the |I2RS agent’s
conpute-tine given to a client every pre-defined period. This could
provi de a mechanismfor fair sharing of conpute resources between
clients.

3.2.6. Connectivity

A client does not need to maintain an active comuni cati on channel
with an agent. Therefore, an agent may need to open a conmuni cati on
channel to the client to conmuni cate previously requested
informati on. The lack of an active comrunication channel does not
inply that the associated client is non-functional. Wen

communi cation is required, the agent or client can open a new
communi cati on channel .

State held by an agent that is owned by a client should not be
renmoved or cleaned up when a client is no | onger communi cating - even
if the agent cannot successfully open a new conmuni cation channel to
the client.

3.2.7. Priority

The notivating exanple for priority is when a single client is
sendi ng operations to acconplish nmultiple tasks. For exanple, one
task m ght be | ong-term and another task m ght deal w th unexpected
requests that are nore inportant. 1In this case, the client may w sh
to provide a hint to the relevant agents as to which operations
shoul d be done first.

Communi cation froma client can cone across nmultiple channels, so
sinply specifying that operations be done in order is not sufficient.
Additionally, all operations may not be inmmedi ately carried out, due
to varying start-tines or other constraints. Wth these factors and
this notivating exanple, it is useful to introduce the concept of
prioritization for operations sent fromthe sane client.

By introducing the concept of priority for operations, a client can
acconplish multiple uncorrelated tasks that affect the sanme agent
with the specified prioritization.

A default priority can be specified for each particular conmunication
channel. In addition, an |2RS operation can specify a priority to
use instead. Priorities between operations fromdifferent clients
need not be conpared.

The priority can be used by an agent to determ ne which operation
froma client to execute next.
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3.

2.

8. Pr ecedence

A nmechanismis needed for the agent to determ ne what state to
install when there are overlapping install operations. An instal
operation may overlap with locally-installed configuration state or
with a previous install operation that was requested by a client.

The nmechanismto resolve this is ternmed "precedence”. No sinple
mechani smcan fully handle indirect interactions; considering such
interactions is out-of-scope. Indirect interactions nust be

consi dered when different clients are given their tasks.

Precedence is a TLV, there is a precedence type and a precedence

val ue that can vary based upon the precedence type. The different
precedence types are ordered with regard to another so that, for

i nstance, a precedence type of "Sinple Integer"” is preferred to
precedence type of "nouse-type". |If nore than one operation has the
sane precedence type, then the precedence val ues are conpared based
upon the rules for the associated type. |If nultiple clients have
equi val ent precedence (based both on type and conpared val ues), then
preference is given to the newer operation that is being witten.
This tie-breaking policy is equivalent to that used by CLI or

Net Conf, where the new command or RPC gets to do its add/ nodify/

del ete operation. The different precedence types are ordered with
regard to each other; the | owest precedence type will be preferred.
If there is a tie for precedence type, then the precedence val ues
will be conpared and the preferred will be selected based on the
precedence type’'s policy.

Option A Type 100 ("Sinple Integer") Value 10.
Option B: Type 200 (nouse-type) Val ue "cheese"
Option C Type 100 ("Sinple Integer") Value 10
Option D Type 100 ("Sinple Integer") Value 8

If Operation A arrived first and installed state, then when the |2RS
agent deci des whether to install Operation B, Operation B would be
rejected or stored because A's type 100 is better than B s type 200.
If Operation C were to arrive, however, then Operation C would be
installed and Operation A preenpted because A and C have the sane
type and value, so tie-breaking is done to prefer the new arrival.

If Operation D were to arrive with Ainstalled, then D would be
rejected or stored because A and D share the sane type but D s val ue
of 8 is less than A's val ue of 10.

Gven that clients are dynamcally sending wite operations and the
associ ated arrival tinmes can vary based on anything from program
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state to network conditions, predictability is nuch better provided
by using precedence instead of operation arrival tine or start tine
many operations may be immedi ate start).

Each wite operation has a precedence associated with it. This
precedence may conme fromthe default associated with the clientw,
with the specific communication channel, or wwth the specific
operation. The range of possible precedences that can be used is
known based on the client’s security role. The determ nation of the
precedence associated with any operation is a policy decision at the
agent, but may utilize any or all of the information described above.

Wien a wite operation is executed, the agent first determnes if
there is overlapping existing |2RS-installed state. |If not, the
agent nust determine if it overlaps existing |ocal-configuration
state. Local-configuration state will also have a precedence
associated with it so that the agent can nake an appropriate
deci si on.

A client can specify whether a wite operation should be store-if-
not-best. This allows a client to determ ne what happens when a
wite operation doesn’t win the precedence conparison. |If store-if-
not-best is specified, then the wite operation succeeds and the
associated installed state is stored but not actively installed by
the agent. |If store-if-not-best is not specified, then the instal
operation will fail.

The store-if-not-best flag is stored with the installed operation’s

precedence. |If the agent determ nes that an installed operation nust
be preenpted, then the agent consults the store-if-not-best flag. |If
store-if-not-best is specified, then the agent stores the preenpted
operation and does not notify the associated client. |If store-if-

not - best is not specified, then the agent notifies the associ ated
client of the preenption and renoves the previously installed state.
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Figure 2: Precedence Deci si on- Maki ng

If the overl appi ng new operation has a precedence that is better than
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the existing state, then the agent should preenpt the existing state
and act according to the existing state’'s store-if-not-best flag. |If
that store-if-not-best flag is set, the agent will store the old
state and install the new state. |If the store-if-not-best flag is
clear, the agent will send a preenption notification to the old
client, install the new | 2RS state, and forget the ol d.

If the overlapping existing state has the sane precedence and the
same client associated, then the agent conpletes the wite operation;
ot herwi se, the agent nust reject or store the wite operation, based
on the store-if-not-best flag.

If the new overl appi ng operation has a precedence that is worse than
the existing state, then the agent nust reject or store the wite

operation, based on the state of the new store-if-not-best flag. |If
the store-if-not-best flag is set, then then the agent will store the
new | 2RS state. |If the store-if-not-best flag is clear, then the the

| 2RS agent will send a preenpt notification to the new client and
forget the new | 2RS state.

This decision process is illustrated in Figure 2.

When a del ete operation is done, the stored state with the next best
precedence shoul d be selected and install ed.

A consequence of the precedence policy nechanismis that a client
must be able to handle its installed operations being preenpted at
any time, either explicitly or sinmply by having the active state
changed. Such preenption can be m nim zed by appropriate separation
of tasks, with their associated wite operations, between the |ocal
systens of the clients and by know edgeabl e | ocal system
configuration.

3.3. Policy between Agent and Local System

It is critical to understand and clearly specify how | 2RS interacts
with local configuration. The key questions are:

1. Wat happens when Local Configuration overlaps with I2RS
installed state?

2. \What happens when |I2RS installed state is renoved?
3. Howis state recreated when a | ocal systemreboots?
A consequence of using I12RS is that the |ocal systems state nay not

be synchronized with the local configuration. Since this is a change
i n under st ood behavi or, any discrepancies should be clearly visible
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to the operator with an associ ated expl anati on.

Logically, the local configuration is essentially nodeled as a | ocal
client, with its own precedence, identity, and security role and

i mredi ate permanent wite operations. The key differences are both
that all relevant |ocal configuration state need not be cached by the
agent and that reboot inposes the need to process |ocal configuration
state before any other |12RS-installed state.

3.3.1. Local Configuration

The | ocal systemis |ocal configuration may have overlapping wite
scope with that of one or nore clients using an agent. Therefore,
explicit and inplicit policy interactions nmust be specified. The
mechani sm that |12RS provides for deciding between overl apping instal
operations is "precedence". This sane mechani sm can be used to
deci de between | ocal configuration and an | 2RS operation. Local
configuration can specify the precedence to be used for the | ocal
system

A precedence that causes the desired behavior can be specified as
follows. (MAX is the highest precedence given to a client. MNis
the | owest precedence given to a client.)

MAX+1 Precedence: |If the local configuration has a precedence
hi gher than that given to any client, then state fromthe |oca

configuration will always be installed. |If any I2RS-installed
state is therefore preenpted, the agent will notify the associ ated
client.

M N1 Precedence: |If the local configuration has a precedence
| ower than that given to any client, then I2RS-installed state

will always override |ocal configuration. That this preenption
has occurred should be reflected in how the | ocal system displays
its state.

O her Precedence: The | ocal configuration can have higher
precedence than that given to sonme clients, |ower precedence than
that given to other clients, and equal precedence to that given to
other clients. Then sone |ocal configuration state may be
preenpted by |2RS-installed state while sone |12RS-installed state
can be preenpted by |ocal configuration.

Local -configuration wns all precedence ties.
Just as an agent nust check to determne if a wite operation

overlaps wth existing installed state, the process of commtting
| ocal configuration nust check to see if there is overlapping | 2RS-
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install ed state.

What the process of commtting |local configuration is can vary by

| ocal system Well known exanples are when a return is sent to the
CLI and when an explicit commt conmmand is specified. How the proper
checks for interaction between the agent and | ocal configuration are
done is a local systemmatter.

Simlarly, when an agent checks to see if an wite operation overl aps
with existing installed state, the agent nust determne if it
overlaps wth existing |local configuration.

If the precedence associated with | ocal configuration is changed,
then it is retroactive. Al local configuration state stored by the
agent nust be updated with the new precedence and installation

deci sions made for overl apping data. This change could be very

di sruptive.

3.3.2. Renoval of I2RS-installed State
When a piece of local configuration is renoved, the | ocal system goes

back to the appropriate systemdefault. However, when an operation
del etes sone | 2RS-installed state, the correct behavior is not to

just go back to the systemdefault. Instead, any stored state nust
be considered - whether that comes fromlocal configuration or stored
| 2RS wite operations that didn’t have the hi ghest precedence. |If

there is any stored state, then the highest precedence of the options
is selected and installed. That existing overlapping state ni ght
cone fromthe |ocal-configuration.

If 12RS s inplicit policy were to just go to the systemdefault, then
the [ ocal configuration and the |ocal systemstate would not be
synchroni zed and there would be no remaining |I2RS-state to explain

t he di screpency. Since |2RS state can al so be stored and not
install ed, the sanme nechani smcan be used for stored |2RS instal
operations and for |ocal configuration.

3.3.3. On Reboot

When the | ocal systemreboots, only persistent |2RS-installed state
is preserved by the agent. The inplicit policy for I2RS is that the
| ocal configuration is read and installed first. After the | ocal
systemhas its local configuration installed, the persistent |2RS
wite operations are executed to bring the systemto the persistent
st at e.
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4. Policy in an | 2RS Service

It is critical to consider how policy influences a service when
defining the service and its associ ated data-nodel (s). There are
several different aspects to consider.

How are scope and influence policy specified in the data nodel ?
What granularity |evels are necessary for the particul ar service?

How does the inplicit policy in the associated routing sub-system
effect what | 2RS can be allowed to influence?

Are the inplicit policies of the associated routing sub-system
captured in the semantic content of the information nodel, data
nodel , and description?

What explicit policy comuni cated in the associated routing sub-
system needs to be included in the data-nodel? What indirection
and abstractions are needed?

4. 1. Resource Reservati on and Three-Phase Comm t

Sone agents and services nmay offer the ability to reserve resources
requi red by operations before the operation start tine. There are
two aspects to how to support this.

First, if the agent can do tinme-aware resource reservation, then a
wite operation can specify "reserve-only" to pronpt an

acknow edgenent or failure as to the ability of the agent to confirm
the reservation. Then the client can either send an operation to
commt the reservation, which causes the associated wite operation,
or to renove the reservation. A "reserve-only" operation wll have
its reservation expire at the end of its associated life-tinmne.

Second, part of a service's data-nodel may be to request a
reservation with a known start-tinme and duration. An exanple m ght
be reserving a specific bandwidth on a path for an LSP between two

devices. It is inportant to consider whether a particular service
shoul d offer a tine-based reservation service as part of its data-
nodel .

4.2. Defining | 2RS Behavi or Based on Inplicit and Explicit Policy

The semantics in a data-nodel nust respect and describe the inplicit
policy of the associated routing sub-system This doesn’t inply that
t he dat a- nodel conponents should instantiate it or allow reading or
writing.
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Policy Routing systens nust deal with the verification, reading and
installing of routes from sources such as EGP, IGP, and static
routes. Policy routing may al so control forwarding and the
nonitoring of data forwarding; and data resources. The explicit
policy exanples are given for the routing franmework. It is assuned
the reader can extend this framework to the data forwardi ng and data
resource arena.

4.2.1. Exanple of Inplicit Policy

The 1SI'S protocol specification uses inplicit policy to set
constraints on level 1 peers. Due to this fact, many ISI'S

i mpl ementations only et one level 1 ISIS peer associate with one
Level 2 peer donain.

This policy is not encoded in any |ocal configuration directly, but
is rather included as an inplicit policy. Wen |ocal configuration
policy is checked (prior to a configuration commt), this |ocal
policy is checked. |If the configuration input froma CLI is in
error, the input wll be rejected, and the CLI will warn the user.
Simlarily programmic interfaces for the |local configuration cause
the inplicit policy to be checked.

| 2RS data nodels guide the client in an interoperable interaction
with the reading and installation of data at a particular agent. The
| 2RS data nodel s nmust contain both the inplicit policy and the
explicit policy. Al though an agent nmay not report the I12RS inplicit
policy in the protocol, the client nust know of the existence of the

inplicit policy.

This knowl edge allows the client to know the inplicit policy
interactions on different systens in a heterogeneous network. For
exanpl e, assunme a situation where a client is talking to two agents -
one on system A and one on system B. The routing process on system A
has has different inplicit rules for the ISIS Level 1 peer to Level 2
peer connection than the routing process on system B. Routing process
Ais built to allow one level 1 1SIS peer associated with 2 ISIS
Level 2 peers. Routing process B upholds the standard inplicit
policy that 1 level I1SIS peer can only be associated with 1 ISIS
Level 2 peer. The client setting up the ISIS peering in a network
containing system A and system B nust know that System A wll allow a
| evel 1 peer to connect to 2 ISIS Level 2 peers. Wen the client’s
scope allows it to read data fromsystem A and systemB, it should
not flag the difference in ISIS |level 1 peer connections as a
problem Instead the client will need to determne if the use of the
di fferent configurations can cause a network problem
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4.2.2. Passing Explicit Policy

Routing systens’ explicit policy controls protocols, associates/
deassociates interfaces, route verification policy, route forwarding
policy, route aggregation policy, and route deaggregation policy.

Al'l of this policy can be found in the detailed configuration
specification of a routing process. However, even via CLI, it is
rarely possible to configure all the possible options. O her
configuration nechani snms do not have public nodels for all the
private router configuration. The devel opers of a routing system

of ten have a conplete policy nodel either in formal nodeling

| anguages or informal |anguage.

Explicit policy contained in an | 2RS data nodel is the detailed
configuration nodel at the deepest |evel that an agent can access.
This detailed configuration nodel nay conme from | ETF Standards and/ or
the vendor specific configurations. The public data nodels nust
specify a vendor specific tree where the individual configuration is
pl ugged i nto.

4.2.2.1. Explicit policy on Data Forwardi ng, Resources, and Policy
passi ng

Forwarding policy has to do with the data flow may al so be controll ed
by an agent. [If so, the explicit policy nust be placed in a data
nodel along with the inplicit policy.

Lastly, protocols have begun to pass explicit policy about passing
policy. Exanples of this type of policy are BGP ORFs, BGP Fl owspecs,
and I SIS policy passing. Cdients nust know the inplicit policy and
explicit policy this policy inpacts, and the precedence between these
policy. Due to the extensive use of BGP ORFs and the grow ng use in
BGP Fl owspecs policy, early data nodels for BGP shoul d describe the
inmplicit policy, explicit policy, policy precedence for the BGP ORFS
and BGP Fl owSpecs, and how they interacts with other BGP, route
policy and preferences. This information should be placed inside an
| 2RS data nodel for an agent supporting these features.

These explicit nodels for BGP policy are not trivial, but these
nodel s exi st today. Frequently, |I2RS data nodels may be sinply a
casting of existing inplicit policy and explicit policy into a comon
standard formso that programmic interfaces may interact with a
routi ng el ement.

4.2.2.2. Exanple of Explicit Policy

There are two clear explicit policy pieces for ISIS. First is the
peer level. Second is the policy of the external routes to be
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redistributed into and out of |SIS.
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