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Abstract

The I nternet needs to support |IPv4 and | Pv6 packets. Both address
famlies and their attendant protocol suites support nulticast of the
si ngl e-source and any-source varieties. As part of the transition to
| Pv6, there will be scenarios where a backbone network running one IP
address famly internally (referred to as internal IP or 1-1P) wll
provide transit services to attached client networks running anot her

I P address famly (referred to as external IP or E-IP). It is
expected that the |I-1P backbone will offer unicast and nulti cast
transit services to the client E-IP networks.

Softwire Mesh is a solution to E-1P unicast and nulticast support
across an |-1P backbone. This docunment describes the mechani sns for
supporting Internet-style nulticast across a set of E-IP and I-1P
net wor ks supporting softw re nesh.

Status of This Meno

Xu,

This Internet-Draft is submtted in full confornmance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups nmay al so distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 16, 2014.
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I nt roducti on

The Internet needs to support IPv4 and | Pv6 packets. Both address
famlies and their attendant protocol suites support multicast of the
si ngl e-source and any-source varieties. As part of the transition to
| Pv6, there wll be scenarios where a backbone network running one IP
address famly internally (referred to as internal IP or 1-1P) wll
provide transit services to attached client networks running anot her

I P address family (referred to as external IP or E-IP)

The preferred solution is to | everage the nmulticast functions
inherent in the I-1P backbone, to efficiently and scal ably forward
client E-1P nmulticast packets inside an |I-1P core tree, which roots
at one or nore ingress AFBR nodes and branches out to one or nore
egress AFBR | eaf nodes.

[ RFC4925] outlines the requirenents for the softwres nesh scenario
including the nulticast. It is straightforward to envi sage that
client E-IP nulticast sources and receivers will reside in different
client E-1P networks connected to an |I-1P backbone network. This
requires that the client E-IP source-rooted or shared tree should
traverse the |-1P backbone network.

One nmethod to acconplish this is to re-use the nulticast VPN approach
outlined in [RFC6513]. MPN-I|ike schenmes can support the softwire
mesh scenari o and achieve a "many-to-one" mappi ng between the E-IP
client multicast trees and the transit core nulticast trees. The
advant age of this approach is that the nunber of trees inthe I-1P
backbone network scales less than linearly with the nunber of E-IP
client trees. Corporate enterprise networks and by extension
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mul ti cast VPNs have been known to run applications that create a

| arge anount of (S, G states. Aggregation at the edge contains the
(S, G states that need to be nmaintained by the network operator
supporting the customer VPNs. The di sadvantage of this approach is
the possible inefficient bandw dth and resource utilization when
mul ti cast packets are delivered to a receiver AFBR with no attached
E-1 P receivers.

Internet-style nulticast is somewhat different in that the trees tend
to be relatively sparse and source-rooted. The need for rmnulticast
aggregation at the edge (where nmany custoner nulticast trees are
mapped into a few or one backbone nulticast trees) does not exist and
to date has not been identified. Thus the need for a basic or closer
alignment with E-IP and I-1P nulticast procedures energes.

A framework on how to support such nethods is described in [ RFC5565].
In this docunent, a nore detail ed discussion supporting the "one-to-
one" mappi ng schenes for the | Pv6 over |IPv4d and | Pv4 over |Pv6
scenarios will be discussed.

Ter m nol ogy

An exanple of a softwire nmesh network supporting nulticast is
illustrated in Figure 1. A nulticast source Sis located in one E-IP
client network, while candidate E-1P group receivers are located in
the sane or different E-IP client networks that all share a common
I-1P transit network. When E-IP sources and receivers are not | ocal
to each other, they can only comunicate with each ot her through the
|-1P core. There may be several E-I1P sources for sonme nulticast
group residing in different client E-IP networks. 1In the case of
shared trees, the E-1P sources, receivers and RPs m ght be located in
different client E-IP networks. In a sinple case the resources of
the I-1P core are managed by a single operator although the inter-
provi der case is not precluded.

| EI1P | | EIP |--|Source S
| network | | network | --------
- -
AFBR upstream AFBR
| |

/ : : : o\
: : : : | E-1P Milticast
| : I-1P transit core : | packets shoul d
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| : : : : | get across the
| : : Do | I-1P transit core

\ e e e /
+ +
downst r eam AFBR downst r eam AFBR
| |
e R
| Receiver|-- | EIP | | E-IP |--]|Receiver]
-------- | |

Figure 1. Softwire Mesh Multicast Franmework
Term nol ogy used in this docunent:

0 Address Fam |y Border Router (AFBR) - A dual -stack router

i nterconnecting two or nore networks using different | P address
famlies. 1In the context of softwire nesh nulticast, the AFBR runs
E-IP and I-1P control planes to maintain E-1P and I-1P nulticast
states respectively and perforns the appropriate encapsul ati on/
decapsul ation of client E-IP nulticast packets for transport across
the I-1P core. An AFBR will act as a source and/or receiver in an
I-1P multicast tree.

o Upstream AFBR The AFBR router that is |located on the upper reaches
of a multicast data flow

o0 Downstream AFBR. The AFBR router that is |ocated on the | ower
reaches of a nmulticast data fl ow

ol-IP (Internal IP): This refers to the formof IP (i.e., either
| Pv4 or I Pv6) that is supported by the core (or backbone) networKk.
An | -1Pv6 core network runs IPv6 and an |-1Pv4 core network runs

| Pv4.

o E-IP (External IP): This refers to the formof IP (i.e. either |Pv4
or IPv6) that is supported by the client network(s) attached to the
|-IP transit core. An E-I1Pv6 client network runs IPv6 and an E-I|Pv4
client network runs | Pv4.
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Ol-IP core tree: Adistribution tree rooted at one or nore AFBR
source nodes and branched out to one or nore AFBR | eaf nodes. An
|-1P core tree is built using standard IP or MPLS multicast signaling

protocol s operating exclusively inside the I-1P core network. An
|-1P core tree is used to forward E-IP nulticast packets belonging to
E-IP trees across the I-1P core. Another nane for an |-1P core tree

is multicast or nultipoint softwre.

o E-IP client tree: A distribution tree rooted at one or nore hosts
or routers located inside a client E-IP network and branched out to
one or nore | eaf nodes located in the sane or different client E-IP
net wor ks.

0 uPrefix64: The /96 unicast |Pv6 prefix for constructing
| Pv4- enbedded | Pv6 source address.

o Inter-AFBR signaling: A nechanism used by downstream AFBRs to send
Pl M nessages to the upstream AFBR

3. Scenarios of |nterest

This section describes the two different scenari os where softwi res
mesh nmul ticast wll apply.

3. 1. | Pv4-over-1 Pvb

| T1Pva | L7 .
| Cient | | Cdient |--|Source S
| network | | network | --------
- -
AFBR upstream AFBR
| |

/ : : : oo\

| ; ; ; ; |
| : IPv6 transit core : |
| : : : : |
| |

\ e /
+ +
downst r eam AFBR downst r eam AFBR
| |
-------- | IPvd | | IPvd | R
| Receiver|-- | Cdient | | Cient |--|Receiver|
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-------- | network]| | network]| TR

Figure 2: |Pv4-over-1Pv6 Scenario

In this scenario, the E-IP client networks run IPv4 and |I-1P core
runs I Pv6. This scenario is illustrated in Figure 2.

Because of the nuch larger |Pv6 group address space, it will not be a
problemto map individual client E-IPv4 tree to a specific |I-1Pv6

core tree. This sinplifies operations on the AFBR because it becones
possible to algorithmcally map an | Pv4 group/ source address to an
| Pv6 group/source address and vice-versa.

The | Pv4-over-1Pv6 scenario i s an enmergi ng requirenent as network
operators build out native |IPv6 backbone networks. These networks
natural ly support native |Pv6 services and applications but it is
with near 100% certainty that |egacy |IPv4 networks handling unicast
and nul ticast shoul d be accommopdat ed.

| Pv6- over-1| Pv4

| 1Pv6 | | TIPv6 | eeee---
| Cient | | Cdient |--|Source S
| network | | network | --------
i i
AFBR upstream AFBR
| |

/ : : : oo\

IPv4 transit core :

\ e e e /
+ +
downst r eam AFBR downst r eam AFBR
| |
-------- | 1Pv6 | | 1Pv6 | R
| Receiver|-- | Cient | | Cient |--|Receiver]
-------- | network]| | network| —mmme- -
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4.

4.

Figure 3: |1Pv6-over-1Pv4 Scenario

In this scenario, the E-IP Cient Networks run IPv6 while the I-IP
core runs IPv4. This scenario is illustrated in Figure 3.

| Pv6 multicast group addresses are longer than |IPv4 multicast group
addresses. It will not be possible to performan algorithmc |IPv6 -
to - I Pv4 address mapping without the risk of nmultiple |IPv6 group
addresses mapped to the sanme | Pv4 address resulting in unnecessary
bandw dt h and resource consunption. Therefore additional efforts
Wil be required to ensure that client E-1Pv6 nulticast packets can
be injected into the correct I-1Pv4 nulticast trees at the AFBRs.
This clear msmatch in IPv6 and | Pv4 group address | engths neans that
it will not be possible to performa one-to-one mappi hg between | Pv6
and | Pv4 group addresses unless the I Pv6 group address i s scoped.

As nmentioned earlier, this scenario is common in the MVPN
environment. As native |Pv6 deploynents and nulticast applications
energe fromthe outer reaches of the greater public IPv4 Internet, it
is envisaged that the 1 Pv6 over IPv4 softwre nmesh nulticast scenario
will be a necessary feature supported by network operators.

| Pv4-over-1 Pv6 Mechani sm
1. Mechani sm Over vi ew

Routers in the client E-1Pv4 networks contain routes to all other
client E-1Pv4 networks. Through the set of known and depl oyed
mechani sms, E-1Pv4 hosts and routers have di scovered or |earnt of
(S, or (*,OQ IPv4 addresses. Any |I-1Pv6 nulticast state
instantiated in the core is referred to as (S,G) or (*,G) and is
certainly separated fromE-I1Pv4 nulticast state.

Suppose a downstream AFBR receives an E-1Pv4 PI M Joi n/ Prune nessage
fromthe E-1Pv4 network for either an (S,G tree or a (*, G tree.
The AFBR can translate the E-1Pv4 PIM nessage into an |-1Pv6 PI M
message with the latter being directed towards |I-1P | Pv6 address of
t he upstream AFBR. \Wen the I-1Pv6 PI M nessage arrives at the
upstream AFBR, it should be translated back into an E-1Pv4 PI M
nmessage. The result of these actions is the construction of E-1Pv4
trees and a corresponding I-1P tree in the I-1P network.

In this case it is incunbent upon the AFBR routers to performPIM
message conversions in the control plane and | P group address
conversions or mappings in the data plane. It becones possible to
devise an algorithm c one-to-one |Pv4-to-IPv6 address napping at
AFBRs.
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4.2. G oup Address Mappi ng

For | Pv4-over-1Pv6 scenario, a sinple algorithm c nmappi ng between

| Pv4 multicast group addresses and | Pv6 group addresses i s supported.
[I-D.ietf-nboned-64-nulticast-address-format] has al ready defined an
applicable format. Figure 4 is the rem nder of the format:

e S I

| O--------mm-- 32--40--48--56--64--72--80--88--96----------- 127
T T T e T T T I I S e LI, g
| MPREFI X64 | group address |

g R S S

Figure 4. |Pv4-Enbedded I Pv6 Milticast Address Fornat

The MPREFI X64 for SSM node is al so defined in
[1-D.ietf-nboned-64-nmnulticast-address-format]

o ff3x:0:8000::/96 ('x’ is any valid scope)

Wth this schene, each IPv4 nulticast address can be nmapped into an
I Pv6 nmulticast address (with the assigned prefix), and each |Pv6
mul ti cast address with the assigned prefix can be mapped into | Pv4
mul ti cast address.

4.3. Source Address Mapping

There are two kinds of nulticast --- ASM and SSM  Consi dering that
I-1P network and E-1P network may support different kind of

mul ti cast, the source address translation rules could be very conpl ex
to support all possible scenarios. But since SSM can be inplenented
with a strict subset of the PIM SM protocol nechanisns [ RFC4601], we
can treat |-1P core as SSMonly to nmake it as sinple as possible,
then there remains only two scenarios to be discussed in detail:

o0 E-IP network supports SSM
One possible way to make sure that the translated |-1Pv6 PIM
nmessage reaches upstream AFBR is to set S to a virtual |Pv6

address that leads to the upstream AFBR  Figure 5 is the
recomended address format based on [ RFC6052]:

e S S
| O------memmm-- 32--40--48--56--64--72--80--88--96----------- 127
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g P S S S

| prefix | v4(32) | u | suffix | sour ce address
T ST T T T LI LI i S
| <----mee e uPrefix64------------------ >|

Figure 5: |Pv4-Enbedded I Pv6 Virtual Source Address Format

In this address format, the "prefix” field contains a "Wl Il -Known"
prefix or an | SP-defined prefix. An existing "Wll-Known" prefix
is 64:ff9b, which is defined in [RFC6052]; "v4" fieldis the IP
address of one of upstream AFBR s E-1Pv4 interfaces; "u" field is
defined in [ RFC4291], and MJST be set to zero; "suffix" fieldis
reserved for future extensions and SHOULD be set to zero; "source
address" field stores the original S. W call the overall /96
prefix ("prefix" field and "v4" field and "u" field and "suffix"
field altogether) "uPrefix64".

0 E-1P network supports ASM

The (S, G source list entry and the (*, G source list entry only
differ inthat the latter have both the WC and RPT bits of the
Encoded- Sour ce- Address set, while the fornmer all cleared (See
Section 4.9.5.1 of [RFC4601]). So we can translate source |ist
entries in (*,G nessages into source list entries in (S G)
nessages by applying the format specified in Figure 5 and cl earing
both the WC and RPT bits at downstream AFBRs, and translate them
back at upstream AFBRs vi ce-versa.

Routi ng Mechani sm

In the mesh multicast scenario, routing information is required to be
di stributed anong AFBRs to nmake sure that PIM nessages that a
downst ream AFBR propagates reach the right upstream AFBR

To make it feasible, the /32 prefix in "IPv4-Enbedded | Pv6 Virtual
Source Address Format" nust be known to every AFBR, and every AFBR
shoul d not only announce the I P address of one of its E-IPv4
interfaces presented in the "v4" field to other AFBRs by MPBGP, but
al so announce the correspondi ng uPrefix64 to the I-1Pv6 network.
Since every | P address of upstream AFBR' s E-1Pv4 interface is
different fromeach other, every uPrefix64 that AFBR announces shoul d
be different either, and uniquely identifies each AFBR  "uPrefi x64"
is an IPv6 prefix, and the distribution of it is the sane as the
distribution in the traditional nesh unicast scenario. But since
"v4" field is an E-1Pv4 address, and BGP nessages are NOT tunnel ed
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5.

5.
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t hrough softwires or through any other nechanismas specified in
[ RFC5565], AFBRs MJUST be able to transport and encode/ decode BGP
nessages that are carried over I-1Pv6, whose NLRI and NH are of
E-1 Pv4 address famly.

In this way, when a downstream AFBR receives an E-1Pv4 PIM (S, QG
message, it can translate this nmessage into (S ,G) by |ooking up the
| P address of the corresponding AFBR s E-1Pv4 interface. Since the
uPrefix64 of S is unique, and is known to every router in the I-1Pv6
network, the translated nessage will eventually arrive at the
correspondi ng upstream AFBR, and the upstream AFBR can transl ate the
message back to (S, G. Wen a downstream AFBR receives an E-1Pv4 PIM
(*, G nessage, S can be generated according to the format specified
in Figure 4, with "source address"” field set to *(the |IPv4 address of
RP). The translated nessage will eventually arrive at the
correspondi ng upstream AFBR. Since every PIMrouter within a PIM
domai n nust be able to map a particular nulticast group address to
the sane RP (see Section 4.7 of [RFC4601]), when this upstream AFBR
checks the "source address” field of the nessage, it'|ll find the |IPv4
address of RP, so this upstream AFBR judges that this is originally a
(*, G nessage, then it transl ates the nessage back to the (*,Q
nessage and processes it.

| Pv6-over -1 Pv4d Mechani sm
Mechani sm Over vi ew

Routers in the client E-1Pv6 networks contain routes to all other
client E-1Pv6 networks. Through the set of known and depl oyed
mechani snms, E-1Pv6 hosts and routers have di scovered or |earnt of
(S,G or (*,G IPv6 addresses. Any |I-IP nulticast state instantiated
inthe core is referred toas (S,G) or (*,G) and is certainly
separated fromE-IP nulticast state.

This particular scenario introduces uni que challenges. Unlike the

| Pv4-over-1Pv6 scenario, it’s inpossible to map all of the IPv6
mul ti cast address space into the |IPv4 address space to address the
one-to-one Softwire Miulticast requirenent. To coordinate with the

"I Pv4-over-1Pv6" scenario and keep the solution as sinple as
possi bl e, one possible solution to this problemis to limt the scope
of the E-1Pv6 source addresses for mapping, such as applying a "Wl -
Known" prefix or an | SP-defined prefix.
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2.

G oup Address Mappi ng

To keep one-to-one group address mapping sinple, the group address
range of E-1P I Pv6 can be reduced in a nunber of ways to limt the
scope of addresses that need to be mapped into the |I-1P | Pv4 space.

A recommended nul ticast address format is defined in
[I-D.ietf-nmboned-64-nulticast-address-format]. The high order bits
of the E-1Pv6 address range will be fixed for mapping purposes. Wth
this scheme, each IPv4 nulticast address can be mapped into an | Pv6
mul ticast address(with the assigned prefix), and each I Pv6 nulticast
address with the assigned prefix can be mapped into | Pv4 mnulticast
addr ess.

3.

Xu,

Sour ce Address Mappi ng

There are two kinds of nulticast --- ASM and SSM  Consi dering that

| -1P network and E-1P network may support different kind of

mul ticast, the source address translation rules could be very conpl ex
to support all possible scenarios. But since SSM can be inplenented
with a strict subset of the PIM SM protocol nechanisns [ RFC4601], we
can treat |-IP core as SSMonly to make it as sinple as possible,
then there remains only two scenarios to be discussed in detail:

0]

E-I P network supports SSM

To make sure that the translated |I-1Pv4 PIM nessage reaches the
upstream AFBR, we need to set S to an |IPv4 address that leads to
t he upstream AFBR. But due to the non-"one-to-one" nmappi ng of
E-1Pv6 to |I-1Pv4 unicast address, the upstream AFBR i s unable to
remap the |-1Pv4 source address to the original E-1Pv6 source
address wi thout any constraints.

We apply a fixed IPv6 prefix and static mapping to solve this

problem A recomended source address format is defined in
[ RFC6052]. Figure 6 is the rem nder of the format:

T T T < o S =

| O------m-mmn- 32--40--48--56--64--72--80--88--96----------- 127
T T S e T I LTI T T (T U Sy YR
| uPrefi x64 | source address |

S S g S S S S

Figure 6: |Pv4-Enbedded | Pv6 Source Address For nmat
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In this address format, the "uPrefix64" field starts wwth a "Wl -
Known" prefix or an | SP-defined prefix. An existing "Wll-Known"
prefix is 64:ff9b/ 32, which is defined in [ RFC6052]; "source
address" field is the corresponding |I-1Pv4 source address.

0 E-1P network supports ASM

The (S, G source list entry and the (*, G source list entry only
differ in that the latter have both the WC and RPT bits of the
Encoded- Sour ce- Address set, while the fornmer all cleared (See
Section 4.9.5.1 of [RFC4601]). So we can translate source |i st
entries in (*,G nessages into source list entries in (S,G)
nmessages by applying the format specified in Figure 5 and setting
both the WC and RPT bits at downstream AFBRs, and translate them
back at upstream AFBRs vice-versa. Here, the E-1Pv6 address of RP
MJUST follow the format specified in Figure 6. RP is the upstream
AFBR t hat | ocates between RP and the downstream AFBR

5.4. Routing Mechani sm

In the mesh multicast scenario, routing information is required to be
di stributed anong AFBRs to nmake sure that PIM nessages that a
downstream AFBR propagates reach the right upstream AFBR

To make it feasible, the /96 uPrefix64 nust be known to every AFBR
every E-1Pv6 address of sources that support nesh nmulticast MJST
follow the format specified in Figure 6, and the correspondi ng
upstream AFBR of this source should announce the |-1Pv4 address in
"source address" field of this source’s |Pv6 address to the |I-1Pv4
network. Since uPrefix64 is static and unique in |Pv6-over-I|Pv4
scenario, there is no need to distribute it using BGP. The

di stribution of "source address"” field of multicast source addresses
is a pure |I-1Pv4 process and no nore specification is needed.
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In this way, when a downstream AFBR receives a (S, G nessage, it can
translate the nessage into (S ,G) by sinply taking off the prefix in
S. Since S is known to every router in I-1Pv4 network, the

transl ated nmessage will eventually arrive at the correspondi ng
upstream AFBR, and the upstream AFBR can transl ate the nessage back
to (S, G by appending the prefix to S . Wen a downstream AFBR
receives a (*,G nessage, it can translate it into (S ,G) by sinply
taking off the prefix in *(the E-1Pv6 address of RP). Since S is
known to every router in I-1Pv4d network, the transl ated nmessage wl|
eventually arrive at RP. And since every PIMrouter within a PIM
domai n nust be able to map a particular nulticast group address to
the sane RP (see Section 4.7 of [RFC4601]), RP knows that S is the
mapped |-1Pv4 address of RP, so RP wll translate the nessage back
to (*, G by appending the prefix to S and propagate it towards RP.

6. Control Plane Functions of AFBR
The AFBRs are responsible for the follow ng functions:
6.1. E-IP (*,G State Mintenance

When an AFBR wi shes to propagate a Join/Prune(*, G nessage to an |-1P
upstreamrouter, the AFBR MJST translate Joi n/ Prune(*, G nessages
into Join/Prune(S ,G) nessages followi ng the rules specified above,
then send the latter.

6.2. E-IP (S, G State Mintenance

When an AFBR wi shes to propagate a Join/Prune(S, G nessage to an |-1P
upstreamrouter, the AFBR MJST translate Joi n/ Prune(S, G nessages
into Join/Prune(S ,G) nessages followi ng the rules specified above,
then send the latter.

6.3. I-IP (S ,G) State Mintenance

It is possible that there runs a non-transit I-IP PIMSSMin the I-1P
transit core. Since the translated source address starts with the
uni que "Well-Known" prefix or the | SP-defined prefix that should not
be used ot herw se, nmesh nmulticast won’t influence non-transit Pl M SM
mul ticast at all. When one AFBR receives an |-IP (S ,G) nessage, it
should check S§. [|If § starts with the unique prefix, it nmeans that
this nessage is actually a translated E-IP (S, G or (*, G nessage,
then the AFBR should translate this nmessage back to E-1P Pl M nessage
and process it.

6.4. E-IP (S, Grpt) State M ntenance
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When an AFBR wi shes to propagate a Join/Prune(S,Grpt) nessage to an
| -1P upstreamrouter, the AFBR MJUST do as specified in Section 6.5
and Section 6. 6.

6.5. Inter-AFBR Signaling

Assune that one downstream AFBR has joined a RPT of (*, G and a SPT
of (S,G, and decide to performa SPT switchover. According to

[ RFC4601], it should propagate a Prune(S, G rpt) nmessage along with

t he periodical Join(*, G nessage upstreamtowards RP. Unfortunately,
routers in |I-IP transit core are not supposed to understand (S, G rpt)
messages since |I-1P transit core is treated as SSMonly. As a
result, this downstream AFBR i s unable to prune S fromthis RPT, then
it will receive two copies of the sane data of (S, G. 1In order to
solve this problem we introduce a new nechani smfor downstream AFBRs
to i nformupstream AFBRs of pruning any given S from RPT.

When a downstream AFBR wi shes to propagate a (S, G rpt) nessage
upstream it should encapsul ate the (S, G rpt) nmessage, then unicast

t he encapsul ated nessage to the correspondi ng upstream AFBR, which we
call "RP ".

When RP' receives this encapsul ated nessage, it should decapsul ate
this message as what it does in the unicast scenario, and get the
original (S, Grpt) nessage. The incomng interface of this nessage
may be different fromthe outgoing interface which propagates
mul ti cast data to the correspondi ng downstream AFBR, and there may be
ot her downstream AFBRs that need to receive nmulticast data of (S, QG
fromthis incomng interface, so RP should not sinply process this
message as specified in [ RFC4601] on the incomng interface.

To solve this problem and keep the solution as sinple as possible,
we introduce an "interface agent” to process all the encapsul ated
(S, Grpt) nmessages the upstream AFBR recei ves, and prune S fromthe
RPT of group G when no downstream AFBR wants to receive multicast
data of (S, G along the RPT. In this way, we do insure that
downstream AFBRs won’t m ss any nulticast data that they needs, at
the cost of duplicated nulticast data of (S, G along the RPT received
by SPT-sw tched-over downstream AFBRs, if there exists at |east one
downst ream AFBR t hat hasn’t yet sent Prune(S, G rpt) nmessages to the
upstream AFBR. The foll owi ng di agram shows an exanpl e of how an
"interface agent" may be inpl enented:

Xu, et al. Expi res January 16, 2014 [ Page 15]



I nternet-Draft softwire nmesh nul ticast July 2013
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Figure 7: Interface Agent |nplenentation Exanple

In this exanple, the interface agent has two responsibilities: In the
control plane, it should work as a real interface that has joined

(*,Q in representative of all the I-1P interfaces who should have
been outgoing interfaces of (*, G state nmachine, and process the
(S,Grpt) nessages received fromall the I-IP interfaces. The

interface agent mai ntains downstream (S, G rpt) state machi nes of
every downstream AFBR, and submits Prune(S, G rpt) nessages to the

Pl M SM nodul e only when every (S,Grpt) state nachine is at Prune(P)
or PruneTnmp(P ) state, which neans that no downstream AFBR wants to
receive nulticast data of (S, G along the RPT of G Once a (S, Grpt)
state machi ne changes to Nolnfo(N) state, which neans that the
correspondi ng downstream AFBR has changed it mnd to receive
mul ti cast data of (S, G along the RPT again, the interface agent
should send a Join(S,Grpt) to PIMSM nodul e i medi ately; In the data
pl ane, upon receiving a nmulticast data packet, the interface agent
shoul d encapsulate it at first, then propagate the encapsul ated
packet onto every I-1P interface.

NOTI CE: There may exi st an E-1P nei ghbor of RP that has joined the

RPT of G so the per-interface state nachine for receiving E-1P Join/
Prune(S, G rpt) nessages should still take effect.
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6. 6. SPT Swi t chover

After a new AFBR expresses its interest in receiving traffic destined
for a nulticast group, it will receive all the data fromthe RPT at
first. At this tinme, every downstream AFBR wil| receive nulticast
data fromany source fromthis RPT, in spit of whether they have

swi tched over to SPT of sonme source(s) or not.

To minimze this redundancy, it’s recommended that every AFBR s

Swi t chToSpt Desired(S, G function enploys the "switch on first packet”
policy. In this way, the delay of switchover to SPT is kept as
little as possible, and after the nonent that every AFBR has
performed the SPT swi tchover for every S of group G no data will be
forwarded in the RPT of G thus no nore redundancy will be produced.

6.7. Oher PIM Message Types

Apart fromJoin or Prune, there exists other nmessage types including
Regi ster, Register-Stop, Hello and Assert. Register and Register-
Stop nessages are sent by unicast, while Hello and Assert nessages
are only used between dierctly linked routers to negotiate with each
other. [It’s not necessary to translate themfor forwarding, thus the
process of these nessages is out of scope for this docunent.

6.8. Oher PIM States Mi ntenance

Apart from states nmentioned above, there exists other states

including (*,*,RP) and I-IP (*,G) state. Since we treat |-IP core
as SSMonly, the maintenance of these states is out of scope for this
docunent .

7. Dat a Pl ane Functi ons of AFBR
7.1. Process and Forward Multicast Data

On receiving nmulticast data fromupstreamrouters, the AFBR | ooks up
its forwarding table to check the I P address of each outgoing
interface. |If there exists at |east one outgoing interface whose IP
address famly is different fromthe incomng interface, the AFBR
shoul d encapsul at e/ decapsul ate this packet and forward it to such
outgoing interface(s), then forward the data to ot her outgoing
interfaces w thout encapsul ati on/ decapsul ati on.

Wien a downstream AFBR that has already switched over to SPT of S

recei ves an encapsul ated nmulti cast data packet of (S, G along the
RPT, it should silently drop this packet.
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7.2. Selecting a Tunneling Technol ogy

Choosi ng tunnel i ng technol ogy depends on the policies configured at
AFBRs. It’s reconmended that all AFBRs use the sane technol ogy,
ot herwi se sone AFBRs may not be able to decapsul ate encapsul at ed
packets from other AFBRs that use a different tunneling technol ogy.

7.3. TTL

Processing of TTL depends on the tunneling technol ogy, and is out of
scope of this docunent.

7.4. Fragnmentation

The encapsul ati on performed by upstream AFBR will increase the size
of packets. As a result, the outgoing I-IP link MU may not
accommodate the extra size. As it’s not always possible for core
operators to increase the MIU of every link. Fragnentation and
reassenbl i ng of encapsul ated packets MJST be supported by AFBRs.

8. Security Considerations

The AFBR routers could nmaintain secure conmunications within Security
Architecture for the Internet Protocol as described in [ RFC4301].

But when adopting sone schenmes that will cause heavy burden on
routers, sone attacker may use it as a tool for DDoS attack.

9. | ANA Consi derati ons

When AFBRs perform address mapping, they should foll ow sone
predefined rules, especially the IPv6 prefix for source address
mappi ng shoul d be predefined, such that ingress AFBRs and egress
AFBRs can finish the mappi ng procedure correctly. The IPv6 prefix
for translation can be unified within only the transit core, or
within global area. In the later condition, the prefix should be
assi gned by | ANA.
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