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Abstract

Thi s docunent di scusses the depl oynent scenario of distributed

nmobi ity managenment. The purpose of this docunent is to trigger the
di scussion in the group to understnad the DWVM depl oynent scenario and
consideration fromthe operator’s perspective.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups may al so distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi mum of six nonths
and nmay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
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1

I nt roducti on

Distributed nobility managenent ainms at solving the centralized

nobi ity anchor problens of the tranditional nobility managenent
protocol. The benefit of DM solution is that the data plane traffic
does not need to traverse the centralized anchoring point. This
docunent di scusses the potential deploynment scenario of DMM The

pur pose of this docunent is to help the group to reach consensus
regardi ng the depl oynent nodel of DWMM and then devel op t he DWM

sol uti on based on the depl oynment nodel .

Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL","SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

Depl oynment Scenario and Model of DWVM

As di scussed in the DMM requirement docunent, the centralized
nmobi | ity managenent has several drawbacks. The nmain problem of the
centralized nobility managenent protocols is that all the traffic
need to anchor to a centralized anchor point. This approach does not
cause any problemin current nobile network depl oynment but in the
scenario that will be discussed later in this docunent, centralized
nobi ity managenment protocols will have many drawbacks and it is
believed that DMMis nore suitable in that scenario.

The main depl oynent scenario discussed in this docunent is divided
into two types. The first one is the network function virtualization
scenario. In this scenario, the nobile core network’s control plane
function is centralized in the nobile cloud. Apparently, deploying
the data plane function also in the sane centralized nobile cloud is
not optimzed fromthe traffic routing’s perspective. Another

depl oynment scenario is the SIPTQO LI PA scenari o which is discussed in
3GPP. In this scenario, DMM can provide optimzed traffic offl oadi ng
sol uti on.

Net wor k Function Virtualization
Thi s section discusses network function virtualization scenario, the

associ ated control - data plane separation and the possible nobility
managemnent functions to support this scenario.
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4. 1. Net wor k Function Virtualization Scenario

The network function virtualization scenario is show in Figure 1
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Figure 1. Network function virtualization deploynent architecture

In this architecture, the nobile core network is located in the cloud
/data center, which can be the operator’s private cloud. The access

network is connected through an IP transit network. The nobile core

network can run in a virtualized platformin the cloud/ datacenter.

4.2. Control and data plane separation

The cl oud based nobile core network architecture inplies separation
of the control and data plane. The control plane is located in the
cloud and the data plane should be distributed. Oherwi se, all the
data traffic will go through the cloud which is obviously not

optim zed for the nobile node to nobile node comuni cati on.
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For the nobile node to Internet communication, the Internet access
point is normally located in the netro IP transit network. In this
case, the nobile node to Internet traffic should also go through the
I nternet access point instead of the nobile core in the cloud.

However, in sonme depl oynent scenario, the operator may choose to put
the nobile core cloud in the convergence |ayer of IP netro network.
In this case, the Internet access point may co-located with the
nobile core cloud. In this case, the nobile node to Internet traffic
may go through the nobile core cloud.

4.3. Mbility managenent functions

Since the control plane and data plane are separated and the data
plane is distributed, traditional nobility managenent cannot neet
this requirenent.

Distributed nobility nanagenent or SDN based nobility nmanagenent may
be used in this architecture to neet the traffic routing requirenent
(e.g. WMNto MNand MNto Internet traffic should not go through from
the nobile core cloud.).

The traditional nobility managenent functions is not separating the
data plane fromthe control plane. Basic nobility managenent
functions include | ocation managenent (LM and Routi ng managenent
(RM. The former is a control plane function. The latter can be
separated into data plane routing nanagenent (RM DP) and contro

pl ane routing managenent (RW CP).

The data plane function is RMDP which may al so be called a Data

Pl ane Anchor (DPA). The control plane functions include RMCP and LM
and may be called a Control Plane Anchor (CPA). Then the contro

pl ane functions in the cl oud-based nobile core includes LM and RM CP
or CPA. They are of cause other functions in the control plane such
as policy function. The distributed data plane may have nultiple

i nstances of RMDP / DPA in the network.

core network controller

oo +
|LM RMCP / CPA|
i +

Fom e o S S +

| RMDP/ DPA| | RMDP/ DPA| | RWDP / DPA |
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Figure 2: Mbility managenent functions with data plane - control
pl ane separation under one controller

When the control of the access network is separate fromthat of the

core, there wll be separate controllers as shown in Figure 3.
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Figure 2: Mbility managenent functions with data plane - control
pl ane separation with separate control in core and in access.

5. SIPTO depl oynent scenario

Anot her depl oynent scenario is the SIPTO scenari o which is discussed
in 3GPP. DWW is believed to be able to provide dynam c anchori ng.

It allows the nobile node to have several anchoring points and to
change the anchoring point according to the requirnment of

application. In SIPTO scenario, the gateway function is | ocated very
near to the access network and to the user. |If using current
centralized nobility managenent, the traffic will need to tunnel back
to the previous anchor point even when the nobile node has changed
the point of attachnent to a new one.

6. Concl usi on
Thi s docunent di scusses the depl oynent scenario of DVMM Two types of
depl oynent scenario is discussed in this docunent. Further types of
depl oynment scenario can be added to this docunent according to the
progress of the group’ s discussion.

7. Security Considerations

N A.
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