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Abstract

Several comunities have devel oped initiatives to build |arge scale,
sel f-organi zed and decentralized community w rel ess networks that use
wi rel ess technol ogies (including |ong distance) due to the reduced
cost of using the unlicensed spectrum This can be notivated by
different causes: Sonetines the reluctance, or the inpossibility, of
network operators to provide wired and cellular infrastructures to
rural /renote areas has notivated the rise of these networks. Sone
other tinmes, they are built as a conplenent and an alternative to

wi red Internet access.

These conmmunity w rel ess networks have self sustai nabl e busi ness
nodel s that provide nore | ocalised conmuni cation services as well as
provi di ng I nternet backhaul support through peering agreenments with
traditional network operators who see such conmunity | ed networks as
a way to extend their reach to rural/renote areas at | ower cost.

Thi s docunent defines these networks, summari zes their technol ogi cal
characteristics and classifies them also talking about their socio-
econom ¢ sustainability nodels.

There exi st other networks, also based on sharing wrel ess resources
of the users, but not built upon the initiative of the users

t henmsel ves, nor owned by them The characterization of these
networks is not the objective of this docunent.
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1. Introduction
Several comunities have devel oped initiatives to build |arge scale,

sel f-organi zed and decentralized community w rel ess networks that use
wi rel ess technol ogy (including |ong distance) due to the reduced cost

of using the unlicensed spectrum
Sonetinmes the reluctance, or the inpossibility,

causes:

This can be notivated by different
of network

operators to provide wired and cellular infrastructures to rural/
renote areas has notivated the rise of these networks [Pietrosenoli].

Sone ot her tines,

to wired Internet access.

they are built as a conplenent and an alternative

These community w rel ess networks have self sustai nabl e busi ness

nodel s t hat

provi de nore | ocalised communi cation services as well as

provi di ng I nternet backhaul support through peering agreenments with

traditional

A Community Network MAY or

net wor k operators who see such conmunity | ed networks as

a way to extend their reach to rural/renote areas at | ower cost.

MAY NOT be organized as a conpany, but in

any case this docunment only considers those operated and owned by the
community nenbers (e.g. as a cooperative). The fact of setting up a
is sonetines an advantage: it not only permts the provision

conpany

of the service within the current

regul atory framework (in sone

countries, in order to charge for the services, even in a cost-

recovery node only, you need to have a licence), but it
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to obtain whol esale prices from other operators when peering, which
are way cheaper than those offered for normal clients, prices which
i nfluence greatly on the uptake of the service and in the financial
sustainability of the Comunity NetworKk.

There exi st other networks, al so based on sharing wreless resources
of the users, but not built upon the initiative of the users

t hensel ves, nor owned by them The characterization of these
networks is not the objective of this docunent.

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

1. 2. Definition

Community Networks are | arge-scale, distributed, self-nmnaged

net wor ks which are built and organized in a decentralized and open
manner. Conmunity Networks start and grow organically, they are open
to participation fromeveryone agreeing to an open peering agreenent.
Knowl edge about buil di ng and nmai ntai ning the network and ownership of
the network itself is decentralized and open. Hardware and software
used in community networks CAN be very diverse, even inside one
network. A Community Network CAN have both wired and w rel ess |inks.
The network CAN be nmanaged by nultiple routing protocols or network

t opol ogy managenent systens. The network CAN serve as a backhaul for
provi di ng a whol e range of services and applications, fromconpletely
free to even comrercial services.

1.3. Scenari os
Scenarios where CNs are interesting or have been depl oyed.
1.3.1. Devel oping countries

There is no definition for what a devel opi ng country represents that
has been recogni zed internationally, but the termis generally used
to describe a nation with a low | evel of material well-being. In
this sense, one of the nost commonly used classification is the one
by the World Bank, who ranks countries according to their G oss
National Incone (GNI) per Capita: |low incone, mddle incone, and high
i ncone, being those falling within the | ow and m ddl e i ncone groups
consi dered devel opi ng econoni es. Devel oping countries have been al so
defined as those which are in transition fromtraditional |ifestyles
towards the nodern lifestyle which began in the Industrial

Revol ution. Additionally, the Human Devel opnent | ndex, which
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considers not only the GNI but also |ife expectancy and educati on,
has been proposed by the United Nations to rank countries according
to the well-being of a country and not solely based on econom c
terms. These classifications are used to give strong signals to the
international comunity to the need of special concessions in support
of these countries, inplying a correl ati on between devel opnent and

i ncreased wel | - bei ng.

However, at the beginning of the 90's the debates about how to
guantify devel opnent in a country were shaken by the appearance of

I nternet and nobil e phones, which many authors consi der the begi nning
of the Information Society. Wth the beginning of this Digital

Revol ution, defining devel opnent based on Industrial Society concepts
started to be challenged, and |inks between digital devel opnent and
its inpact on human devel opnent started to flourish. The follow ng
di mensi ons are considered to be neani ngful when nmeasuring the digital
devel opnent state of a country: infrastructures (availability and
affordability); ICT sector (human capital and technol ogi cal

industry); digital literacy; legal and regulatory franmework; and
content and services. The |lack or less extent of digital devel opment
in one or nore of these dinmensions is what has been referred as
Digital Divide. This divide is a new vector of inequality which - as
it happened during the Industrial Revolution - generates a |ot of
progress at the expense of creating a | ot econom c poverty and
exclusion. The Digital Divide is considered to be a consequence of
ot her soci o-econom c divides, while, at the sane tinme, a reason for
their rise.

In this context, the so-called devel oping countries, worried of being
| eft behind of this incipient digital revolution, notivated the Wrld
Summt of the Information Society which ainmed at achieving "a peopl e-
centred, inclusive and devel opnent-oriented Information Society,
where everyone can create, access, utilize and share information and
know edge, enabling individuals, communities and peoples to achieve
their full potential in pronoting their sustainable devel opnent and
inproving their quality of life" [WBlS], and called upon
"governments, private sector, civil society and international

organi sations" to actively engage to acconplish it [Wsl S].

Most efforts from governnents and i nternational organi zations focused
initially on inproving and extending the existing infrastructure for
not | eaving their popul ation behind. Universal Access and Service

pl ans have taken different forns in different countries over the
years, with very uneven success rates, but in nbst cases inadequate
to the scale of the problem Gven its incapacity to solve the

probl em sone governnents included Universal Service and Access
obligations to nobile network operators when liberalizing the

t el ecomuni cations market. In conbination with the overwhel m ng and
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unexpected upt ake of nobil e phones by poor people, this has mtigated
the | ow access indicators existing in many devel opi ng countries at
t he begi nning of the 90s [ Rendon].

Al though it is undeniable the contribution made by nobil e network
operators in decreasing the access gap, its nodel presents sone
constraints that limts the devel opnent outcones that increased
connectivity promses to bring. Prices, tailored for the nore

af fl uent part of the popul ation, remain unaffordable to nany, who

i nvest | arge percentages of their disposable incone in

comuni cations. Additionally, the cost of prepaid packages, the only
option available for the informal econom es existing throughout

devel opi ng countries, is high conpared with the rate | onger-term
subscri bers pay.

The consolidation of nmany Community Networks in high income countries
sets a precedent for civil society nenbers fromthe so-call ed

devel opi ng countries to becone nore active in the search for
alternatives to provide thenselves with affordabl e access.

Furt hernore, Conmunity Networks could contribute to other dinensions
of the digital developnent |ike increased human capital and the
creation of contents and services targeting the locality of each

net wor k.

1.3.2. Rural areas

The Digital Divide presented in the previous section is not only
present between countries, but within themtoo. This is specially
the case for rural inhabitants, which represents approximately 55% of
the Wrld s popul ation, fromwhich 78% inhabit in devel opi ng
countries. Although it is inpossible to generalize anong them there
exi st sonme common features that have determ ned the availability of
ICT infrastructure in these regions. The disposable incone of their
dwel lers is |l ower than those inhabiting urban areas, with nmany
surviving on a subsistence econony. Many of themare located in
geographies difficult to access and exposed to extrene weat her
conditions. This has resulted in the al nost conplete | ack of
electrical infrastructure. This context, together with their |ow
popul ati on density, discourages teleconmunications operators to
provide simlar services to those provided to urban dwellers, since
they do not deened them profitable

The cost of the wireless infrastructure required to set up a
Conmuni ty Network, including powering themvia solar energy, is
within the range of availability if not of individuals at |east of
entire communities. The social capital existing in these areas can
allow for Community Network set-ups where a reduced nunber of nodes
may cover communities whose dwellers share the cost of the
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infrastructure and the gateway and access it via inexpensive wreless
devices. In this case, the | ack of awareness and confidence of rural
communities to enbark thenselves in such tasks can becone ngj or
barriers to their deploynment. Scarce technical skills in these

regi ons have been al so pointed as a challenge for their success, but
the proliferation of urban Community Networks, where scarcity of
spectrum scale, and heterogeneity of devices pose trenendous

chal lenges to their stability and to that of the services they aimto
provi de, has fuelled the creation of robust |ow cost |ow consunption
| ow- conpl exity off-the-self w reless devices which nake nuch easi er

t he depl oynent and mai nt enance of these alternative infrastructures
in rural areas.

2. Technol ogi es enpl oyed

These networks enpl oy different technol ogies [WNDW. They can be
classified according to different criteria:

2. 1. Ant ennas

Three ki nds of antennas are suitable to be used in community
net wor ks: ommi directional, directional and high gain antennas.

For | ocal access, omidirectional antennas are the nost useful, since
t hey provide the sane coverage in all directions of the plane in
which they are | ocated. Above and below this plane, the received
signal will dimnish, so the maxi mum benefits are obtai ned when the
client is at approximately the same hei ght as the Access Point.

When using an omi directional antenna outdoors to provide
connectivity to a large area, people often select high gain antennas
| ocated at the highest structure available to extend the coverage.
In many cases this is counterproductive, since a high gain

omi di rectional antenna will have a very narrow beamwidth in the
vertical plane, neaning that clients that are bel ow the plane of the
antenna will receive a very weak signal (and by the reciprocity
property of all antennas, the ormmi will also receive a feeble signal
fromthe client). So a noderate gain omidirectional of about 8 to
10 dBi is nornally preferable. Hi gher gain ommis antennas are only
advi sabl e when the farthest way client are roughly in the sane pl ane.

For indoor clients, omis are generally fine, because the nunerous
reflections normally found in indoor environnents negate the
advant age of using directive antennas.

For outdoor clients, directive antennas can be quite useful to extend
coverage to an Access Point fitted with an omi.
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When building point to point Iinks, the highest gain antennas are the
best choice, since their narrow beamm dth mitigates interference from
ot her users and can provide the |longest |inks [Flickenger] [Zennaro].

24 to 34 dBi antennas are commercially available at both the
unlicensed 2.4 Gz and 5 Gz bands, and even higher gain antennas can
be found in the newer unlicensed bands at 17 Gz and 24 GHz.

Despite the fact that the free space loss is directly proportional to
the square of the frequency, it is normally advisable to use higher
frequencies for point to point Iinks when there is a clear |ine of
sight, because it is frequently easier to get higher gain antennas at
5 GHz. Deploying high gain antennas at both ends will nore than
conpensate for the additional free space |loss. Furthernore, higher
frequenci es can make due with | ower altitude antenna placenent since
the Fresnel zone is inversely proportional to the square root of the
frequency.

On the contrary, lower frequencies offer advantages when the |ine of
sight is blocked because they can | everage diffraction to reach the
i nt ended receiver.

It is coomon to find dual radio Access Points, at two different
frequency bands. One way of benefiting fromthis arrangenment is to
attach a directional antenna to the high frequency radio for
connection to the backbone and an ormmi to the | ower frequency to
provi de | ocal access.

O course, in the case of nesh networking, where the antenna shoul d
connect to several other nodes, it is better to use omidirectional
ant ennas.

Keep also in nmnd that the sane type of polarisation nust be used at
both ends of any radio link. For point to point |inks, sone vendor
use two radi os operating at the sane frequency but w th orthogonal
pol ari sations, thus doubling the achievabl e throughput, and al so

of fering added protection to nultipath and other transm ssion

i mpai rnents.

2.2. Link length

For short distance transm ssion, there is no strict requirenent of

i ne of sight between the transmtter and the receiver, and nultipath
can guar antee conmuni cati on despite the existence of obstacles in the
di rect path.

For longer distances, the first requirenent is the existence of an
unobstructed |line of sight between the transmtter and the receiver.
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For very long path the earth curvature is an obstacle that nust be
cleared, but the trajectory of the radio beamis not strictly a
straight line due to the bending of the rays as a consequence of non-
uniformties of the atnosphere. Most of the tine this bending wll
nmean that the radio horizon extends further than the optical horizon.

Anot her factor to be considered is that radi o waves occuppy a vol une
around the optical line, which nust be unencunbered from obstacl es
for the maxi mum signal to be captured at the receiver. This vol une
is known as the Fresnel ellipsoid and its size grows with the

di stance between the end points and with the wavel ength of the
signal, which in turn is inversely proportional to the frequency.

So, for optinmum signal reception the end points nust be hi gh enough
to clear any obstacle in the path and | eave extra "el bow roont for
the Fresnel zone. This can be achieved by using suitable nasts at
either end, or by taking advantage of existing structures or hills.

Once a clear radio-electric Iine of sight (including the Fresnel zone
cl earance) is obtained, one nust ascertain that the received power is
wel | above the sensitivity of the receiver, by what is known as the
link margin. The greater the link margin, the nore reliable the
link. For mssion critical applications 20 dB margin i s suggested,
but for non critical ones 10 dB m ght suffice.

Bear in mnd that the sensitivity of the receiver decreases with the
transm ssi on speed, so nore power is needed at greater transm ssion
speeds.

The received power is determned by the transmtted power, the gain
of the transmtting and receiving antennas and the propagation | o0ss.

The propagation loss is the sumof the free space |oss (proportional
to the square of the the frequency and the square of the distance),
plus additional factors |like attenuation in the atnosphere by gases
or neteorol ogical effects (which are strongly frequency dependent),
mul tipath and diffraction | osses.

Mul tipath is nore pronounced in trajectories over water, if they
cannot be avoi ded special counterneasures should be taken.

So to achieve a given link margin (also called fade nmargin), one can:
a) increase the output power.The maxi numtransmtted power is

specified by the country’ s regulation, and for unlicensed frequencies
is much lower than for |icensed frequencies.

Sal dana, et al. Expi res Decenber 20, 2014 [ Page 9]



| nt er net - Draf t CN June 2014

b) Increase the antenna gain. There is no limt in the gain of the
recei ving antenna, but high gain antennas are bul kier, present nore
Wi nd resistance and require sturdy nounts to conply with tighter

al i gnnent requirements. The transmtter antenna gain is al so

regul ated and can be different for point to point as for point to
mul ti point links. Many countries inpose a limt in the conbination
of transmtted power and antenna gain, the EIRP (Equival ent
Isotropically Irradiated Power) which can be different for point to
poi nt or point to nultipoint |inks.

c) Reduce the propagation |oss, by using a nore favourable frequency
or a shorter path.

d) Use a nore sensitive receiver. Receiver sensitivity can be

i nproved by using better circuits, but it is ultimtely limted by

the thermal noise, which is proportional to tenperature and

bandwi dth. So one can increase the sensitivity by using a snaller

recei ving bandwi dth, or by settling to | ower throughput even in the
sanme receiver bandwdth. This step is often done automatically in

many protocols, in which the transm ssion speed can be reduced say

from 150 Miit/s to 6 Miit/s if the receiver power is not enough to

sustai n the maxi num t hr oughput.

A conpletely different imting factor is related with the nmedi um
access protocol. WF was designed for short distance, and the
transmtter expects the reception of an acknow edgnent for each
transmtted packet in a certain amount of tinme, if the waiting tine
i s exceeded, the packet is retransmtted. This will reduce
significantly the throughput at |ong distance, so for |ong distance
application it is better to use a different nedi um access techni que,
in which the receiver does not wait for an acknow edge of the
transited packet. This strategy of TDVA (Tinme Domain Miltiple
Access) has been adopted by nmany equi pnment vendors who offer
proprietary protocols alongside the standard WFi in order to

i ncrease the throughput at |onger distances. Low cost equi pnent
using TDVA can offer high throughput at distances over 100

kil ometres.

2.3. Layer 2

2.3.1. The 802.11 standard
Wrel ess standards ensure interoperability and usability by those who
desi gn, depl oy and manage wi rel ess networks. The Standards used in

the vast majority of Conmunity Networks come fromthe | EEE St andard
Associ ation’s | EEE 802 Worki ng G oup.
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The standard we are nost interested in is 802.11 a/b/g/n, as it
defines the protocol for Wreless LAN. D fferent 802.11 anendnents
have been rel eased, as shown in the table below, also including their
frequenci es and approxi nate ranges.

| 802.11| Release | Freq |BWIth | Data Rate per | Approx range (m |
| prot | date | (GHz)| (MHz) |stream (Moit/s) | indoor | outdoor |
R S R R Fom e e e I R +
| a |Sep 1999 | 5 | 20 | 6,9,12, 18, 24,| 35 | 120 |
| | | | | 36, 48, 54 | | |
| b | Sep 1999 | 2.4 | 20 | 1, 2, 5.5, 11 | 35 | 140 |
| g | Jun 2003 | 2.4 | 20 | 6,9,12, 18, 24,| 38 | 140 |
I I I I | 36, 48, 54 I I I
| n | Gct 2009 | 2.4/5] 20 | 7.2, 14.4, 21.7| 70 | 250 |
| | | | | 28.9, 43.3, | | |
| | | | | 57.8, 65, 72.2 | | |
| n | Cct 2009 | 2.4/5] 40 | 15, 30, 45, 60, | 70 | 250 |
I I I I | 90, 120, I I I
I I I I | 135, 150 I I I
| ac |Nov 2011 | 5 | 20 | Up to 87.6 | | |
| ac |Nov 2011 | 5 | 40 | Up to 200 | | |
| ac |Nov 2011 | 5 | 80 | Up to 433.3 | | |
| ac |Nov 2011 | 5 | 160 | Up to 866.7 | | |

In 2012 | EEE issued the 802.11-2012 Standard that consolidates al
t he previous anmendnents. The docunent is freely downl oadabl e from
| EEE st andards [ | EEE].

2.3.2. Deploynent planning for 802.11 wirel ess networks

Bef ore packets can be forwarded and routed to the Internet, |ayers
one (the physical) and two (the data |link) need to be connect ed.
Wthout link |local connectivity, network nodes cannot talk to each
ot her and route packets.

To provide physical connectivity, wirel ess network devices nust
operate in the sane part of the radio spectrum This is nmeans that
802.11a radios will talk to 802.11a radios at around 5 GHz, and
802.11b/g radios will talk to other 802.11b/g radios at around 2.4
GHz. But an 802.11a device cannot interoperate wth an 802. 11b/g
device, since they use conpletely different parts of the

el ectromagnetic spectrum Mre specifically, wireless interfaces
nmust agree on a conmon channel. |If one 802.11b radio card is set to
channel 2 while another is set to channel 11, then the radi os cannot
comuni cate with each ot her
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Wien two wireless interfaces are configured to use the sane protocol
on the same radi o channel, then they are ready to negotiate data |ink
| ayer connectivity. Each 802.11a/b/g device can operate in one of
four possi bl e nodes:

1. Master node (also called AP or infrastructure node) is used to
create a service that looks like a traditional access point. The
wireless interface creates a network with a specified nanme (called
the SSI D) and channel, and offers network services onit. Wile in
master node, wireless interfaces nmanage all comunications related to
the network (authenticating wreless clients, handling channel
contention, repeating packets, etc.) Wreless interfaces in master
node can only communicate with interfaces that are associated with

t hem i n managed node.

2. Managed node is sonetinmes also referred to as client node.
Wreless interfaces in nmanaged node will join a network created by a
master, and will automatically change their channel to match it.
They then present any necessary credentials to the master, and if
those credentials are accepted, they are said to be associated with
the master. Managed node interfaces do not comrunicate with each
other directly, and will only comrunicate with an associ ated master.

3. Ad- hoc node creates a nmultipoint-to-nultipoint network where there
is no single master node or AP. In ad-hoc node, each w reless
interface comruni cates directly with its neighbours. Nodes nust be
in range of each other to communi cate, and nust agree on a network
nanme and channel. Ad-hoc node is often also called Mesh NetworKking.

4. Monitor node is used by sone tools (such as Kisnet) to passively
listen to all radio traHc on a given channel. Wen in nonitor node,
wireless interfaces transmt no data. This is useful for analysing
problens on a wireless |link or observing spectrumusage in the |ocal
area. Monitor node is not used for normal communications.

When i npl ementing a point-to-point or point-to-nmultipoint |ink, one
radio will typically operate in master node, while the other(s)
operate in nmanaged node. In a multipoint-to-nultipoint nesh, the
radios all operate in ad-hoc node so that they can conmunicate with
each other directly. Renmenber that nanaged node clients cannot
communi cate with each other directly, so it is likely that you wll
want to run a high repeater site in master or ad-hoc node. Ad-hoc is
nore flexible but has a nunber of performance issues as conpared to
using the master / managed nodes.
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2.3.3. 802.1laf (TVWB)

Some Conmunity Networ ks make use of TV White Spaces, using 802.1laf
st andar d.

2.3.4. O her options

802.11 is not the only layer 2 option to be used in Community
Net wor ks.

2.4. Layer 3
2.4.1. | P addressing

Most known Conmunity Networks started in or around the year 2000.

| Pv6 was fully specified by then, but nost alnost all Comunity
Networks still use IPv4. A comunity networks survey [Avonts]
indicated that IPv6 rollout forns a challenge to Community Networks.

Most Community Networks use private | Pv4 address ranges, as defined
by RFC 1918 [RFC1918]. The notivation for this was the | ower cost
and the sinplified IP allocation because of the |large avail able
addr ess ranges.

2.4.2. Routing protocols

Community Networks are conposed of possibly different |ayer 2
devices, resulting in a mesh of Community Network nodes. Connection
bet ween different nodes is not guaranteed, the link stability can
vary strongly over time. To tackle this, sonme Community Networks use
mesh network routing protocols while other networks use nore
traditional routing protocols. Sone networks operate nmultiple

routing protocols in parallel. E. g., they use a nesh protocol inside
different islands and use traditional routing protocols to connect
i sl ands.

2.4.2.1. Traditional routing protocols
The BGP protocol, as defined by RFC 4271 [ RFC4271] is used by a
nunber of Comrunity Networks, because of its well-studi ed behavi or
and scal ability.

For simlar reasons, smaller Community Networks opt to run the OSPF
protocol, as defined by RFC 2328 [ RFC2328] .
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2.4.2.2. Mesh routing protocols

A | arge nunber of Community Networks use the OLSR routing protocol as
defined in RFC 3626 [ RFC3626]. The pro-active link state routing
protocol is a good match with Community Networks because it has good
performance in nmesh networks where nodes have multiple interfaces.

The Better Approach To Mobile Adhoc Networking (B.A. T.M A N.)

[ Abol hasan] prot ocol was devel oped by nmenber of the Freifunk
community. The protocol handles all routing at |layer 2, creating one
bri dged net work.

Parall el to BGP, sone networks also run the BMX6 protocol [ Neumann].
This is an advanced version of the BATMAN protocol which is based on
IPv6 and tries to exploit the social structure of Community Networks.

2.5. Upper |ayers

From crowd shared perspective, and considering just regular TCP
connections during the critical sharing tinme, the Access Point
offering the CN service is |likely to be the bottl eneck of the
connection. This is the main concern of sharers, having several
inplications. There should be an adequate Active Queue Managenent
(AQV) nechanismthat inplenment a Less than Best Effort policy for the
CN user and protect the sharer. Achieving LBE behavi our requieres

t he appropriate tuning of the well known nmechani snms such as ECN, or
RED, or others nore recent AQM nmechani sns such as CoDel and PIE that
aid on keeping low | atency RFC 6297 [ RFC6297].

The CN user traffic should not interfere with the sharers traffic.
However, other bottl enecks besides client’s access bottl eneck may not
be controlled by previously nentioned protocols. And so, recently
proposed transport protocols |ike LETBAT [reference required] with

t he purpose of transporting scavenger traffic may be a sol ution.
LEDBAT requi eres the cooperation of both the client and the server to
achieve certain target delay, therefore controlling the inpact of the
CN user all along the path.

There are applications that manage aspects of CN fromthe sharer side
and fromthe client side. Fromsharer’'s side, there are applications
to centralise the managenent of the APs conform ng the CN that have
been recently proposed by neans of SDN [ Sat hi aseel an_a] [ Suresh].
There are al so other proposals such as W2Me [ Lanpropul os] that
manage the connection to several CNs fromthe client’s side. This
appl i cation have shown to inprove the client performance conpared to
a single-CN client.
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On the other hand, transport protocols inside a nmultiple hop wreless
mesh network are likely to suffer performance degradation for
mul ti pl e reasons, e.g., hidden term nal problem unnecessary del ays
on the TCP ACK cl ocki ng that decrease the throughout or route
changing [Hanbali]. So, there are sone options for network
configuration. The inplenentation of an easy-to-adopt solution for
TCP over nmesh networks may be inplenented fromtwo different
perspectives. One way is to use a TCP-proxy to transparently deal
with the different inpairnments RFC 3135 [ RFC3135]. Another way is to
adopt end-to-end solutions for nonitoring the connection delay so
that the receiver adapts the TCP recepti on wi ndow (rwnd)
[Castignani _c]. Simlarly, the ACK Congestion Control (ACKCC)
mechani sm RFC 5690 [ RFC5690] coul d deal with TCP- ACK cl ocki ng

i mpai rments due to inappropriate delay on ACK packets. ACKCC
conpensates in an end-to-end fashion the throughput degradation due
to the effect of nedia contention as well as the unfairness
experienced by nmultiple uplink TCP flows in a congested WFi access.

2.5.1. Services provided by these networks
This section provides an expl aining of the services between hosts
inside the CN. They can be divided into Intranet services,
connecting hosts between them and Internet services, connecting to
nodes outside the network.

2.5.1.1. Intranet services
- VolP (e.g. with SIP)

- renpote desktop (e.g. using ny conputer and ny Internet connection
when | amon holidays in a village).

- FTP file sharing (e.g. distribution of Linux software).
- P2P file sharing.

- public video caneras.

- DNS.

- online ganes servers.

- jabber instant nessaging.

- IRC chat.

- weat her stations.
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- NTP.
- Network nonitoring.
- videoconferencing / stream ng.
- Radi o stream ng
2.5.1.2. Access to the Internet
2.5.1.2.1. Wb browsing proxies

A nunber of federated proxies provide web browsing service for the
users. Oher services (file sharing, skype, etc.) are not usually
al | owed.

2.5.1.2.2. Use of VPNs

Sonme "m cro-1SPs" may use the CN as a backhaul for providing |Internet
access, setting up VPNs fromthe client to a nmachine with Internet
access.

3. Topol ogy

These networks follow different topol ogy patterns, as studied in
[ Vega] .

Regul arly rural areas in CNs are connected through | ong-distance
links (the so-called community nmesh approach) which in turn convey
the Internet connection to rel evant organi sations or institutions.
In contrast, in urban areas, users tend to share and require nobile
access. Since these areas are also |likely to be covered by
commercial 1SPs, the provision of wireless access by Virtual
Operators like FONis the way to extend the user capacity (or gain
connection) to the network. O her proposals like Virtual Public
Net wor ks [ Sat hi aseel an_a] can al so extend the service.

As in the case of main Internet Service Providers in France,
Community Networks for urban areas are conceived as a set of APs
sharing a common SSID anong the clients favouring the nomadi ¢ access.
For CNs users in France, |SPs promse to cause a little inpact on
their service agreenent when the CN service is activated on clients’
APs. Nowadays, mllions of APs are depl oyed around the country
perform ng services of nomadi smand 3G of fl oadi ng, however as sone
studi es denonstrate, at peatonal speed, there is a fair chance of
performng file transfers [Castignani _a] [Castignani_b]. In studied
scenarios in France and Luxenbourg the density of APs around the
urban areas (mainly in downtown and residential areas) there is a
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crowded depl oynent of APs for the different |ISPs. Moreover,
performed studi es reveal that aggregating avail abl e networks can be
beneficial to the client by using an application that manage the best
connection anong the different CNs. For inproving the scanning
process (or topology recognition), which consunes the 90% of the
connection/reconnection process to the Community Network, the client
may i nplenment several techniques for selecting the best AP

[ Castignani _c].

4. (dassification

This section classifies Community Networks according to their

i ntended usage. Each of them have different incentive structures,
maybe common t echnol ogi cal chal | enges but nobst inportantly

i nteresting usage chal |l enges which feeds into the incentives as well
as technol ogi cal chal | enges

Sonme networks exist, which they are outside the scope of the present
docunent. A first exanple are the networks created and nanaged by
City Councils (e.g., [Heer]).Sonme conpanies [FON reference m ssing]
devel op and sell W-Fi routers with a dual access: a W-Fi network
for the user, and a shared one. A user community is created, an
people can join it different ways: they can buy a dual router, so
they share their connection and in turn they get access to all the
routers associated to the community. Sone users can even get sone
revenues every time another user connects to their W-Fi spot. O her
users can just buy sone passes in order to use the network. Sone

t el ecommuni cati ons operators can col |l aborate with the community,
including in their routers the possibility of creating these two

net wor ks.

4.1. Community led Wreless Mesh, |led by the people

These networks grow organically, since they are formed by the
aggregation of nodes belonging to different users. A m ni num
governance infrastructure is required in order to coordinate |IP
addressing, routing, etc. A clear exanple of this kind of Comunity
Network is described in [Braenj.

4.2. Crowdshared approaches, |led by the people and third party
st akehol ders

These networks foll ow the next approach: the honme router creates two
wi rel ess networks, one of themto be normally used by the owner, and
the other one is public. A small fraction of the bandwidth is

all ocated to the public network (as e.g. Less-than-best-effort or
scavenger traffic), to be enployed by any user of the service in the
i mredi ate area. An exanple is described in [ PAW.
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A Virtual Private Network (VPN) is created for public traffic, so it
is conpletely secure and separated fromthe owner’s connection. The
network capacity shared may enploy a | ess-than-best-effort approach,
so as not to harmthe traffic of the owner of the connection

[ Sat hi aseel an_a] .

There are three actors in the scenari o:

- End users who sign up for the service and share their network
capacity. As a counterpart, they can access anyone’s hone broadband
for free

- Virtual Network Operators (VNGs) are stakeholders with socio-

envi ronnment al objectives. They can be a |ocal governnment, grass root
user conmunities, charities, or even content operators, smart grid
operators, etc. They are the ones who actually run the service.

- Network operators, who have a financial incentive to | ease out the
unused capacity [ Sathi aseel an_b] at |ower cost to the VNGCs.

VNGs pay the sharers and the network operators, thus creating an
incentive structure for all the actors: the end users get noney for
sharing their network, the network operators are paid by the VNGs,
who in turn acconplish their socio-environnental role.

4.3. Testbed
In sone cases, the initiative to start the network is not fromthe
community, but froma research entity (e.g., a university), with the
aimof using it for research purposes [Samanta].

5. Acknow edgenents
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