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Abstract

In ICN (Information-centric network), everything is an identifiable
object with a name, therefore the nunber of nane prefixes is a few
orders of magnitude higher than that in current BGP routing table.
Towar ds scal able routing in ICN, we propose a nane schene, called
contai ner assisted naming. Wth this schene, an object nanme consists
of two conponents: a content name which uniquely specifies the object
within certain scope, and one or nore contai ners which define access
rel ati onships to the object. This docurment illustrates the concept of
contai ner and how it assists scalable routing in |ICN
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1

Desi gn Principles

1.1 Naming in ICN

2

Nane plays a critical role in serving many fundamental functions in
ICN: a unique nane identifies a nutable or i mutable content or
information object; it is used to | ook up and access data in network
cache; and it is used for routing and forwardi ng. Therefore, nam ng
is the foundation for ICN architecture.

We follow several principles for defining a namng schene in |ICN

-Uni que: A nane uniquely identifies an object or entity within some
scope (e.g., within a domain or the entire Internet).

-Locat abl e: A name enables interested entities to |ocate the
identified object in a network. For this purpose, the name is either
routable to reach the object, or includes information to derive the
routabl e location(s) of the object.

-Location-independent: identified object nay be served by any node
that has the object, which is independent of |ocation or origina
source of the object.

- Scal abl e Routing: The nunmber of potential prefixes in global content
or information object namespaces is several orders of nmagnitude
larger than that in I P address nanespace [C sco-Nane]. Therefore, ICN
nane shoul d support routing scalability.

Cont ai ner - assi st ed Nam ng

2.1 Container

The contai ner conponent in our naming schene is appended to the
original content name to assist routing. This nam ng scheme is not
restricted to the hierarchical [NDN] or flat nane [ DONA].

A container is a space where content or information objects reside. A
container in an |ICN nane can be one of the follow ng:

-A content or object identifier prefix, e.g., Huawei.comn bl og;

-An enterprise or organi zation nane, e.g., Huawei.com tsinghua. edu;
-A host or a device such as a nobile phone or a content storage
device, e.g., chinanobile/johndoe/iphone;

-A nobil e network, such as airplane, train, e.g., A rchina/cal3l4,
-A network dommin, e.g., cn, cn/gd, cn/gd/sz.

Access Container: If container Ais contained in container B, and
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container B has the routing entry to container A container Bis
defined as the access container for container AL One container can
have nultiple access containers, and it can provi de access service to
nmul tiple other containers as while.

Base Container: The smallest container that can be used to assi st
routing for other container(s) is defined as the base container of
the content. One content can have multiple base containers, such as
nmul ti-hom ng scenari o.

2.2 Contai ner Assisted Nanming Formats

A contai ner assisted nanme can be expressed in a Directed Acyclic
Graph or a tree as Figure 1 shows.

R - R -
| Nane| | Nane|
[ +----+ )\ [ +----+ )\
/ | \ / | \
Foemamaea o IS o - S S RpRpR o - o - +
| cont ai ner| | container|]|container| |container||container]||container
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Foemamaea o ISR o ISR S S PRRpRpR o ISR o ISR +
\ / \ / | \
E R +  A--- - - + E R B SRR B SRR +
| contai ner| |contai ner| | cont ai ner|| container| | contai ner
| D || E | | D Il D Il E |
B R +  A------ - + B R B SRR B SRR +
DAG TREE
Figure 1. Contai ner assisted nam ng
As illustrated in Figure 1, the content nane can be hierarchical or

flat, container A container B, and container C are the base
contai ners, container Dis the access container for A and contai ner
D and container E are the access containers for B

As can be seen fromfigure 1, base containers A B, C provide access
to the content or information objects directly. These base contai ners
may locate in or logically access to other containers, nanely access
contai ners. The base containers may be referred to as "first

| ayer/depth containers" in the DAG or TREE, and their access
containers may be referred to as "second | ayer/depth containers".
Simlarly, the access containers for the "second | ayer containers”
may be called "third | ayer containers".

In an I CN request packet, we propose a new content nanme fornmat by
using depth-first traversal of the container access relationship tree
(hereinafter referred to as CART). The nane shown in Figure 1 can be
represented as the foll ow ng:
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Nane = {content nane | container A || container D | container B |
container D || container E | container C},
VWhere "|" is container separator. Each node of the tree is listed in

t he sequence of depth-first traversal, and separated by a separator
“|". As the depth Increases, the nunber of separators also increases.
A container at higher |ayer provides access service for the ones at

| ower |ayer. The depth of a CART has no theoretical limtation

2.3 Resol ving Cont ai ner

The |l ocation of a container can change fromtinme to tine, the sane as
its access containers. In order to avoid frequent changes in

contai ners and guarantee the nanme persistency, we propose contai ner
resol ution, which allows a container to dynanically register and
guery its access containers froma resolution system

Cont ai ner Resol ution Systemis a distributed system conposed of
several container resolution servers deployed in the network to store
t he mappi ng rel ati onship between a container and its access

contai ners. The system supports dynanic regi ster and query
operations.

A container resolution request can be initiated by a content consuner
or internedi ate network node, when the request carries a resolvable
cont ai ner.

A container in a nane or in a resolution result can carry an

attribute "resolvable", if "resolvable = yes", this contai ner can be
further resolved in the resolution systemto get its access
container(s); if "resolvable = no", it is not resolvable; that is, it

may be the deepest |evel container in the resolution tree. The
default value is set as "resol vable = no"

A resolved container fromresolution systemcan carry the foll ow ng
two attributes:

-- Cacheabl e: defines whether the resolution result can be cached
in the network thus can be shared with ot her nodes or consuners. The
default value is set as "cacheable = no"

-- Time To Live (TTL): defines the fresh tine a resol ved contai ner
result can live in the network. The default value is set as "TTL =
0", nanely uncacheabl e.

If a resolved container fromthe resolution systemis also
resol vabl e, the container resolution process is iterated.
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3 Container Assisted Forwarding
3.1 Container Assisted Forwarding Procedure

VWhen a request is received, an ICN router first checks the content
store for a matched content with the content name in the request
packet. If a nmatched content is acquired, it is returned to the
consumner or the preceding router

If there is no matched content in content store, the router |ooks up

its FIB for outbound faces. The forwarding decision is nmade based on

content nane first. If there is no match in the FIB, the decision is

t hen made based on carried container(s) in the name. There can be two
ways to assist forwarding with containers by the router

3.1.1 Forwarding with full container resolution

The procedure of forwarding with full container resolution can be
descri bed as foll ows:

Firstly, the router checks whether there is a container carried in
the request. If not, it forwards the request to the default routing
entry or drops it.

When there is a container carried, the router checks whether the
request includes resolvable container or not. If "yes", the router
initiates a container resolution request to the resolution system
The result can be responded either by a server in the resolution
systemor an internmedi ary's cache where a previous resolution result
resides. If the resolved container is also resolvable, the resolution
process is iterated by the router with the result container(s).

When all resol vabl e containers are resolved, the conplete set of
container(s) including the carried ones in the name and the resol ved
ones fromthe resolution systemare used to forward the request. The
traversal order can be depth-first or can be breadth-first. In case
one of these containers matches a FIB entry, the request is forwarded
to the correspondi ng outbound interfaces. O herw se, the request is
forwarded to default outbound faces or dropped.

3.1.2 Forwarding with iterative container resolution

The procedure of forwarding with iterative container resolution can
be described as foll ows:

Firstly, the router checks whether there is at |east one container

carried in the request. If there is not, the request is forwarded to
default outbound interfaces or dropped.
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For all carried containers, the router matches themwth its FIB
entries, if one container matches, the request is forwarded accordi ng
to the mat ched out bound f aces.

VWhen the carried container(s) have no match in FIB, the router checks
whet her one of the carried containers is resolvable. If yes, it sends
contai ner resolution request to the resolution systemto get the
access container for the resolvable container(s).

After that, the router matches the resol ved container(s) with FIB.
VWhen one contai ner matches an FIB entry, it forwards accordingly. If
there is no match, the container resolution can be iterated with

ot her resolvable containers in the request.

When there is no nore resol vabl e container in the request, the
request can be forwarded to default outbound faces, or dropped.

3.2 Scal abl e Contai ner Assisted Routing

R cn S
I T - .
' R ce e . \

yo-=ttttrtte- o0 | [ enlgd/sz \ "L _ cn/gdigz _,' \
[ cn/bj | A R -- I
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/ hostsrv. com \ i B ,

Figure 2. Solution to Routing Scalability

The scal ability of name-based routing in ICN can be well addressed by

Yao, et al. Expi res August 21, 2013 [ Page 7]



| NTERNET DRAFT I CN- Nami ng- Rout i ng February 17, 2013

containers. W divide containers into two categories: topol ogy
ori ented and non-topol ogy oriented.

3.2.1 Topol ogy oriented containers

Topol ogy oriented contai ners aggregate naturally. For exanple, as
illustrated in Figure 2, the whole network of China can be viewed as
a national |evel container "cn", and province |evel containers such
as "cn/gd" for Guangdong province and "cn/sd" for Shandong province
are contained in "cn". Sinmlarly, a city level container such as
"cn/gd/sz" is contained in "cn/gd". Gant |ISPs can also be treated as
topol ogy oriented contai ners. For exanple, China Telecom as a top

| evel container "ct", contains "ct/gd", which further contains
"ct/gd/sz".

As LPMis used in FIB matching, a routing entry for a contai ner may
only propagate within the network domain of its access containers.
For exanple, a routing entry for "cn/gd" does not need to propagate
out of "cn". In this case, a core router in the network domain of
"us" with only a routing entry "cn" can forward all the packets with
"cn" as a container prefix. Coviously the size of FIB can be greatly
reduced due to the recursive aggregati on of topology oriented

contai ners. Therefore, the routing entries created by topol ogy
oriented containers are the basis for FIB conpression

3.2.2 Non-topol ogy oriented containers

According to the scale-free property of the Internet, we further
di vi de non-topol ogy oriented containers into popular ones and non-
popul ar ones.

The majority of the non-topol ogy oriented contai ners have non-popul ar
content and low visiting volunme, such as small conpani es and

organi zati ons, hone networks, and personal digital devices. The |arge
nunber of this type of containers is the major cause of the routing
scal ability problem Since these containers do not have to propagate
outside of their access containers, we can greatly reduce the size of
FIBs in core routers with access containers. For exanple, the
corporate network of a conpany "hostsrv.com' |locates in three
different places, "cn/gd", "cn/beijing", "us/ca", which can be seen
as three topol ogy oriented containers that provide access service to
"hostsrv.com'. The route to "hostsrv.conl exists only inside these

t hree containers, and any outside router can use these three
containers to assist packet routing in order to reach "hostsrv.conf

A snall portion of non-topol ogy oriented containers has severa

orders of magnitude higher visiting volunme than others, such as |arge
corporations (e.g., huawei.com and large portal websites (e.g.
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sina.com. The small nunber of these frequently visited containers
does not cause scal ability problens for core routers.

To conclude, with the container assisted nam ng scheme and routing,
the size of FIBs in core routers is determ ned by the nunber of
"aggregated topol ogy oriented containers" and "frequently visited
non-topol ogy oriented containers", which could be smaller than the
size of routing table in current Internet's core routers.

4 Contai ner Assisted Mbility
4.1 Container Assisted Terminal Mbility

By term nal we nean either consuner side term nal devices or data
source side terminal devices or hosts. In the scenario where a data
source terminal is static and a consuner terminal is noving, the
consuner can resend requests to fetch the | atest data packets after
t he novenent.

In the scenario where the data source is noving, a carried container
in data request packets can assist the forwarding during the data
source novenent.

Figure 3. Data source term nal novenent
As Figure 3 shows, if the data source in container C noves within its
access container B, its routing update is contained within the access
container, and there is no routing update out of container B

If the data source noves out of its access container B to a new
container A it needs to register a newroute in the new access
contai ner A, and updates the access container information in the
resolution system After this, its data consumers or on-path routers
can acquire the |l atest base container (i.e., container A) with
contai ner resolution. The register process can refer to [ Huawei -
Resol ution].

As shown in Figure 3, during the nmovenent, if a data consuner E2,
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which resides within the same access container (i.e., container A) as
the data source in container C, sends a request to retrieve the data,
t he request packet can be forwarded straightly to the nobile source.

However, if a router El1 outside the access container A receives such
request, it cannot find the route directly by the carried container
in the name (i.e., container C). Therefore, the router sends

resol ution request to obtain the data source's access contai ner
After gets the access container A the router forwards the requests
to Afirstly, and then to destination C by content object name or
carried base container(s).

4.2 Container assisted network nmobility

A nmobil e container can provide access to a set of containers that
noves together with it, for exanple, a train, airplane, or ship can
provi de access service to its passengers. This can be seen as network
nobi lity.

e e | E1 | e
- T E2 | R :
ll ---I <~ —_— :II )
/ -t - e D .
I A A ST N S '
( | B | E3| | )
\ -t 0-0 | e
\ : lcl| . |/ /A :
: t- o-0 I )
i / . F .
N e e e e Mmoo - [} N / 1 N e e e oo 1
. } ,
( G )

Figure 4. Network nobility

As Figure 4 shows, when container B noves, the processing is sinmlar
as the data source nmovenent in previous case. |If container B noves

i nsides of its access container, i.e., container D, routing update
only propagates within this container. If B nmoves out of its access
container, it needs to register a newrouting to its new access
container, e.g., container A and updates its new access contai ner
rel ationship in container resolution system Wen container B noves
across several containers, it only needs to update its access
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containers (e.g., fromDto A in the resolution system while al
cont ai ned containers (e.g., container E3 and C) within itself do not
need to do any update since their routing in the network (inside of
contai ner B) and their access container relationships do not changed.
Wth this container assisted routing, the updating and querying
frequency to the resol ution systemcan be significantly reduced.

Consi der the nmobile network B as a high-speed train. Along with its

i nside containers (E3 and C), it noves fromoriginal access contai ner
D to a new access container A During this novenent, if a consuner
within the sane nobile network E3 requests for data in contained
container C, the request is forwarded directly.

If a consumer in container E2, which is outside B, requests data in
container C, the router in the access container A cannot forward the
request directly by the content name. It then sends resol ving request
to the resolution system Wth the resolved container B, the router
can forward the request to the nobile network B, which in turn
forwards to data source C with content name or carried container

If a consumer in container E1, which is outside the access contai ner
of the nobile network B, requests data in contained container C it
needs two-1level resolution: it obtains the nmobile network B with the
first level resolution, and the network's new access container Awth
the second. Routers can route the request with the second resol ution
result (i.e., container A), and then with the network container B

and finally to the destination container C with content object nane
in request or carried base container(s). Note that the nunber of
resolution level is not restricted in our schenme, which is decided by
access rel ationshi ps anong contai ners.

I ANA Consi der ati ons
No | ANA consideration for this draft.
Concl usi ons
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