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Abstract

Thi s docunent specifies fast reroute procedures to protect nulticast
LSP tunnels built by nRSVP-TE, a receiver-driven extension to RSVP-TE
specified by [I-D.draft-1zj-npls-receiver-driven-multicast-rsvp-te].
This docunment is notivated by the observation that the existing FRR
sol ution specified by [ RFC4090] and [ RFC4875] for the sender-driven
RSVP-TE is no | onger applicable to the receiver-driven RSVP-TE.
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This Internet-Draft is submtted in full confornmance with the
provi sions of BCP 78 and BCP 79.
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Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi mum of six nonths
and may be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL
NOr™, " SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTI ONAL" in
this docunent are to be interpreted as described in RFC2119 [ RFC
WORDS]. The reader is assunmed to be famliar with the term nology in
[ RSVP], [RSVP-TE] and [ nRSVP- TE].

Thi s docunment uses sane term nol ogies stated in
[I-D.draft-Izj-npls-receiver-driven-nmulticast-rsvp-te], [RFC4090] and
[RFC4875]. In addition, sonme key notions and term nologies for this
docunent are explained as foll ows:

o nLSP, Multicast Label Switched Path, is either a P2MP or MP2MP LSP
consi sting of one or nore sub-LSPs.

o nRSVP-TE, Milticast Resource Reservation Protocol-Traffic
Engi neering, is used to distinguish fromthe regular sender-driven
RSVP-TE. One mmjor difference between RSVP-TE and nRSVP-TE is
that the tunnel setup is initiated by the data receiver instead of
t he data sender.

o PLR Point of Local Repair, an LSR that detects a |local failure
event and redirects traffic fromprotected nLSP to a backup niLSP
tunnel which is designed to take over traffic forwarding until the
protected tunnel is repaired.

o M. Merge Point, an LSR that nerges the traffic from backup
tunnels with primary LSP at the |evel of forwarding plane. 1In the
recei ver-driven RSVP-TE for approach, the MP is the LSR that
initiates backup nLSP setup taking PLR as the root of the backup
LSP.

o N The node to be protected.

o0 Pn: The node(s) on the backup path for protecting node N

0o Root: Arouter where an nLSP is rooted at. Milticast contents
enter the root and then are distributed to | eaf routers along the

P2MP/ MP2MP LSP.

o0 FRR Domain: A set of links and LSRs that conpose a protected sub-
LSP and backup LSP, and which is | ocated between PLR and MP(s).
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2.

2.

I nt roducti on

Fast Reroute technol ogy has been well accepted and depl oyed to
provide mllisecond-|evel protection in case of node/link failures.
FRR enpl oys sone | ocal repair nechanisns to neet the fast reroute
requi renents by conputing and provisioning backup tunnels in advance
of failure and by redirecting traffic to such backup tunnels as cl ose
to the failure point as possible.

The fast reroute extensions to RSVP-TE are specified in [ RFC4090] and
[ RFC4875] . Such extensions work well with the sender-driven RSVP-TE,
but they are no | onger applicable to the receiver-driven RSVP-TE for
mul ti cast tunnels described in the draft
[I-D.draft-1zj-npls-receiver-driven-mnulticast-rsvp-te].

In the receiver-driven paradi gmof nRSVP-TE, the procedure to set up
an LSP tunnel is inverted fromthat in the sender-driven RSVP-TE, and
t hus the backup nLSP setup and fail over handling nmechanismw | have
to be different fromwhat has been specified for the sender-driven
RSVP-TE. Fromthe signaling point of view, the behavior of PLR and
MR is inverted fromthe sender-driven paradi gmof RSVP-TE: the setup
for a backup mLSP is initiated by M with PLR being taken as the root
of a P2MP/ MP2MP tree. The RSVP PATH nessage is sent from MP towards
PLR with the FAST_REROUT, DETOUR as well as other FRR rel ated objects
conveyed in the PATH nessage. RSVP RESV nessage is sent from PLR
towards MP carrying FRR information such as the inner |abel used to
represent a protected nLSP tunnel, etc.

On the other hand, fromthe packet forwarding point of view the
behavior of PLR and MP is simlar to the sender-driven RSVP-TE. The
traffic swtchover and redirecting are still initiated by PLR, and
the data traffic is nmerged at MP in the same way as what is specified
for the sender-driven RSVP-TE.

Thi s docunent describes various FRR protection nethods and behavi or
changes for the receiver-driven nRSVP-TE, and specify fast-reroute
extensions to the RSVP-TE nessages, nechani sns and procedures
specified in the nRSVP-TE draft
[I-D.draft-Izj-npls-receiver-driven-nulticast-rsvp-te].

1. Li nk Protecti on and Node Protection with nmRSVP-TE

FRR link protection ainms to protect a direct |ink between two LSRs
(Label Switch Routers). An LSR at one end of the link is called PLR
(Point of Local Repair), and the other LSR | ocated at the other end
of the Iink is called MP (Merge Point). A backup LSP whose setup is
originated at MP and termnated at PLR will be established to protect
the primary LSP crossing over the link. The LSRs over the backup
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path are called Pn. These connected LSRs and links are called an FRR
domain in this docunent. An exanple of an FRR domain supporting |ink
protection is shown in Figure 1.

Protected
AR + Li nk SRR +
Sender --- | RI(PLR) |------------ | RR(MP) | --- Receiver
R + - +
* *
* * Backup Tunnel
* *

R +

| R3(Pn) |

R +

Figure 1: Basic FRR Link Protection

In an FRR domai n constructed by nRSVP-TE, the MP initiates both the
primary and the backup LSP setup at the signaling control plane, and
nerges the traffic fromthe backup LSP into the primary LSP at the
data forwardi ng plane. The PLR works with the MP to set up LSP at
the signaling control plane accordingly, and detects link failure and

initiates local repair at the data forwarding plane. In Figure 1, we
use hyphens (-)to denote a primary tunnel between LSRs; and asterisks
(*) to denote a backup tunnel. The sane synbols will be applied to

all figures throughout the docunent.

Node protection is a technique used to protect a node N that resides
between PLR and MP over a primary LSP. An exanple of node protection
is shown in Figure 2.

Pr ot ect ed
Sender Node Recei ver
R + R + S N +
== | RUPLR) |----mmoee-- - | R3(MP) | ---
S + S + N +
* *
* *
* T + T + *
********l R4(Pn1) |~k~k~k~k~k~k| RS(PnZ) |~k~k~k~k~k~k~k~k
A + A + Backup Tunnel

Figure 2: Basic FRR Node Protection
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N (R2) denotes a node being protected over a primary LSP, its
upstream node plays the role of PLR while the downstream node pl ays
the role of MP. Pn denotes a transit node over its backup LSP. Note
that there can be multiple Pn’s over a backup tunnel. Pn does not
play a significant role for FRR but works as a regular LSR to receive
and transmt nulticast data and signaling nessages over backup LSPs.

Besi des the basic P2P node protection, nRSVP-TE suggests P2MP and
MP2MP node protection as shown in Figures 3 and 4. Because the sane
protection nechani sm can be comonly used for both P2MP and MP2NP,
this docunent uses P2MP as exanple for the discussion, and nention
MP2MP only if there is a difference from P2MP.

There are two typical nethods to protect a P2MP nulticast tree, one
that uses a P2MP tree as a backup LSP to protect a primary nLSP (see
Figure 3), and the other that uses nultiple P2P LSPs to protect a
P2MP nLSP(see Figure 4).

Pr ot ect ed
Sender Node Recei ver
+o e e - - + +o e e - - + +o e e - - +
----- | RLI(PLR) | --------------] R(N) |-------]R3(MP1)|---- PE1l
S R + S R + S R +
* \ *
* \ *
* \*
Backup Tunnel *\
* * \
* * \
* S R + S R + S R +
****|R4(Pn1)|~k~k~k~k~k~k~k|RS(PnZ)l******lR6(NP2)|____ PE2
S R + S R + S R +

Figure 3. P2MP Node Protection in Facility Mde
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A + A + Backup Tunnel
********l R4(Pn1) |******| RS(PnZ) |********
* S + S + *
* S S +
Sender * Protected Node ~ ----- | RB(MP) |---- PE
SRR + SRR + | IR +
== | RUPLR) [------mo--- | R(N) |- |
S R + S R + | R +
e | R3(MP) |---- PE
* - - + Recei ver
* Fommmmeaa + Fommmmeaa + *
~k~k~k~k~k~k~k*| R6(Pn3) |~k~k~k*~k~k| R?(Pn4) |~k~k~k~k~k~k~k~k
A + A + Backup Tunnel

Figure 4. Miultiple P2Ps Protecting a P2MP LSP
2.2. Primary and Backup LSP

A router that detects a node/link failure nmust have pre-determ ned
which alternate reroute path it should use to forward traffic while
the failure is being fixed. The alternate backup path should be
establi shed before a protected LSP is broken. Anything such as
backup route conputation and configuration required for local repair
pur poses shoul d be done prior to failure occurrence so that the
failover time can be reduced to m ni num

On the control plane, the backup LSP will be set up along with its
primary LSP setup. The PATH RESV refresh nessages are transmtted
over both protected and backup LSPs before failover. However on the
data plane, there are two inplenentation options for traffic
forwarding. One option is that traffic is not forwarded on backup
LSP tunnel until a failure is detected and the | ocal repair takes

pl ace. The second option is to forward traffic on both protected and
backup nLSPs before failover, and the LSR at Merge Point wll then
drop packets com ng fromthe backup path before switchover. The
second option can further reduce traffic switchover tine at the cost
of extra overhead and bendw dth sub-optim zation. This docunent

| eaves the flexibility for inplenmentation to decide which option to
choose, but will use the first option for the discussion, i.e. we
assune that the traffic is forwarded on the primary LSP only before
sw t chover.

2.3. Detour Backup and Facility Backup
Due to historical reasons and inplenentation preferences, two

i ndependent nethods for doing fast reroute have been devel oped. One
backup nethod is called detour backup and is especially designed for
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1:1 protection. The other one is called facility backup and is
especially designed for 1: N protection, where N can be equal to or
greater than 1. Fromthe point of view of applications, the facility
backup net hod can support both 1:N and 1:1, but fromthe technical
point of view, these are two different nethods requiring different

i npl ementations with respect to their |abel stacks when forwarding
packets.

The detour backup creates a dedicated LSP to protect an LSP and uses
a single MPLS | abel for packet encapsulation; its inplenmentation is
si npl er but consunes nore | abel resources. The facility backup
creates a common LSP to protect a set of LSPs that have simlar
backup constraints. This nmethod takes advantage of MPLS | abel

st acki ng and uses dual -| abel encapsul ation, thus it can save sone

| abel resources conpared to the detour backup nethod.

These two sol utions have co-existed as options for vendors and
service providers to choose. This docunent will specify both the
nmet hods applied to nRSVP-TE. Throughout the docunent, the detour
nmethod is used to represent 1:1 protection while the facility nethod
is used to represent 1:N protection. The term "detour LSP" is
especially used for 1:1 protection while "backup LSP' is used for 1
N protection. Sonetines the latter can be used for both kinds of
protection schenes when no anbiguity ari ses.

3. Detour Backup for nRSVP-TE

This section specifies nechani sns and procedures for nRSVP-TE f ast
reroute by using the detour backup nmethod. The term "detour LSP"
will be used to denote the LSP in the detour node and the 1:1
protection schene.

3.1. Link Protection in Detour Backup Mde
3.1.1. Detour LSP Setup Scenario for Link Protection

A detour LSP setup is initiated by MP along with the setup of the
protected LSP (Figure 1), which is one of the major differences from
the procedure stated in [ RFC4090] and [ RFC4875]. Followi ng the LSP
setup procedure specified by the draft
[I-D.draft-Izj-npls-receiver-driven-nulticast-rsvp-te], M sends RSVP
PATH nessages towards the sender over a primary path. For |ink
protection purpose, both the MP and PLR are directly connected by the
| ink being protected, hence the PATH nmessage is sent fromthe MP to
the PLR directly upstream

The MP is not necessarily the originator of the primary LSP, but is
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the first LSR entering an FRR donain along the primary route. Once
t he PATH nessage is sent out by the MP, the MP will check whet her
there is a detour route available for Iink protection. The detour
route cal cul ati on can be done by running CSPF on the |ink state

dat abase produced by I GP protocols with TE extensions. There is no
change required for backup route conputation, and the detour LSP
conputation wll be based on this assunption.

If the CSPF stack returns 'no detour route found after the detour
calculation, MP will not performthe detour LSP setup. |[If at |east
one detour route is found by CSPF stack, MP selects the shortest
route and initiates the detour LSP setup. WMP considers PLR as the
end point of the detour LSP and sends a PATH nessage towards PLR hop-
by-hop. In the exanple of Figure 1, the PATH nessage will be sent to
Pn (R3) and then relayed to PLR (R1).

Upon recei pt of the PATH nessage, the PLR sends back a RESV nessage
towards the MP through the Pn(s). The transit Pn(s) nodes relay the
PATH RESV nessages w thout any special process required for the |ink
protection. The detour LSP setup is conpleted once the RESV nessage
is received and processed by the M.

3.1. 2. Label Allocation for Link Protection

Because the detour method uses a dedi cated backup LSP to protect a
primary LSP, one-to-one binding can be made for a pair of primary and
backup LSPs, a single MPLS | abel encapsulation will be sufficient for
packet forwarding and |ocal failure repair purpose. DLA (downstream
| abel allocation) can be used as the | abel assignnent nethod over the
detour tunnel for the link protection. Wth nRSVP-TE, a downstream

| abel is assigned by an LSR that is sending a PATH nessage to its
upstreamrouter, and an upstream | abel is assigned by an LSR that is
sendi ng the RESV nessage to its downstreamrouter. The | abel

al | ocation, however, is nore conplicated when the primary LSP is a
P2MP or MP2MP tree. A specific upstream| abel allocation and
resource preenption nmethod is defined in this docunent to handle the
protection of P2MP and MP2MP tree structures.

An exanple of the label allocation for link protection in the detour
node is provided in Figure 5. For the sake of readability, we use
| abel Lp to represent the |abel assigned to the primary tunnel, and

| abel Lb for the |abels assigned to the backup tunnel. For exanpl e,
Lp2 represent a downstream | abel assigned for LSR R2 to receive
incom ng data over the primary tunnel. Lb2 represents a downstream

| abel assigned for R2 to receive data over a detour LSP.
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Lpl->Lp2, WP Lp2->Lp- pe, PE
Lpl->Lb3, Pn Lb2- >Lp- pe, PE

Sender --- | RI(PLR) |------------ | R(MP) |------- PE, Receiver
R R + Protected +-------- +
* Li nk *
* * Backup Tunnel
Lb3 * * Lb2

Lb3->Lb2, MP
Figure 5. Label Allocation for Link Protection in Detour Mde

In the exanple of Figure 5 M assigns |abel Lp2 and sends it to PLR
via the PATH nessage over the link {MP-PLR} to set up the primary
LSP. For the detour route {MP-Pn-PLR}, MP assigns a |abel Lb2 and
sends it to Pn via the PATH nessage. MP binds |abel Lp2 with | abel
Lb2 for this pair of primary and detour LSPs. An entry ’Lp2->Lp-pe,
PEE will be added into M s FIB to forward packets over the protected
LSP. Another entry ’'Lb2-> Lp-pe, PEE wll be added and used when
traffic is received fromthe detour tunnel upon sw tchover.

Pn (transit node) on the detour tunnel receives Lb2 from M. Pn
assigns a downstream | abel Lb3 and sends it to the PLR via a PATH
nessage. Pn will add an entry ’'Lb3->Lb2, MP to its FIB for packet
forwarding. Note that Pn is not aware of the primary LSP, so there
is only one forwarding entry needed in its FIB.

PLR recei ves two PATH nessages from MP and Pn respectively. Then it
bi nds | abel Lp2 fromthe primary LSP with | abel Lb3 fromthe detour
LSP. The detour LSP ends at PLR while the primary LSP may not end at
PLRif the PLRis not the root of the P2MP tree. PLR w Il allocate a
downstream | abel Lpl and sends it to its upstreamrouter, which is
outside of the FRR domain in this exanple, hance not shown in Figure
5. There will be two entries added into PLR s FIB: one entry
"Lpl->Lp2, MP for the primary traffic forwardi ng, and another entry
"Lpl->Lb3, Pn’ for the detour traffic forwardi ng upon fail over.

PLR processes PATH nessages from MP and sends RESV nessages towards
MP. If the primary sub-LSP is part of a RD P2MP tree, PLR will not
all ocate upstream | abels for receiving traffic fromthe downstream
node (MP or Pn in this exanple) because traffic is uni-directionally
forwarded. If the primary sub-LSP is part of a RD MP2MP tree, PLR
w Il allocate an upstream | abel for receiving traffic fromthe
opposite direction, and Pn(s) do the sane and all ocate upstream | abel
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for the detour sub-LSP accordingly. Detour LSP setup is conpleted
once MP has received and processed the RESV nessage origi nated by
PLR. Figures 5 shows the summary of |abels allocated and FIB entries
created on each node in the FRR donain.

3.1.3. Link Failure Repair in Detour Mde

Link failure can be detected by, for exanple, BFD (Bidirectional
Forwar di ng Detection, [RFC5880],[RFC5884])al ong the protected LSP,
The failure detection algorithmis the sane as what is used for the
sender -dri ven RSVP-TE.

Once a link failure is detected by PLR and all sw tchover criteria
are met, PLRw Il redirect the traffic to the detour LSP based on the
forwarding entry ’Lpl->Lb3, Pn’. The entry ’'Lpl->Lp2, MP for the
primary path will be w thdrawn.

Pn works as a normal | abel switch router and forward MPLS packets to
MP. MP receives the packet and figures out that such packets cone
fromthe detour path, so they will be forwarded to PE based on the
entry ' Lb2->Lp-pe, PE, in the exanple of Figure 5. The detour
traffic is therefore nerged back to the primary LSP towards PE, which
conpletes the link failure repairing by detouring and nerging the
traffic.

3.1.4. Re-convergence after Local Repair

Routers that do not belong to the FRR domain are not inpacted by the
link failure and local repair. Traffic is transmtted over a detour
LSP after a link failure and local repair. Usually, the detour path
is not the shortest path so the network will eventually re-converge
and a new shortest path will be cal culated by the MPLS control plane.
Once a new prinmary path is determned, the traffic is no |onger
transmtted through the detour LSP and PLR will be notified to tear
down the detour LSP and clean up its internal LIB. PLRwIIl send a
Pat hTear nessage to Pn and MP for tearing down the detour LSP and
rel ease backup | abels. Re-convergence procedure is the sane as the
procedure used for sender-driven RSVP-TE FRR

3.2. Node Protection in Detour Backup Mde

3.2.1. Detour LSP Setup for Node Protection
The detour LSP setup for the node protection is simlar to the |ink
protection. Take Figure 2 as an exanple, where protected node N
resi des between MP and PLR. In this case the two sub-1inks {MP-N}

and {N-PLR} are also to be protected in addition to the node N
protection. It is assunmed that the |link protection nmechani sm
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di scribed in the previous sub-section is applicable to the sub-1link
protection in this situation. Hence this section wll focus on the
procedure to handl e node protection. A conbined solution for
provi di ng node protection with link protection can be derived from
t he di scussions of section 3.1 and this section.

For the node protection shown in Figure 2, MP(R3) sends a PATH
message to N for the primary LSP setup, the primary LSP in the FRR
domai n goes through the route {MP-N-PLR}. Once the PATH nessage is
sent out to N, MP checks whether there is a detour path avail able for
node N by using CSPF conputation, which would indicate N as a node to
be avoided on the detour path. |If no detour route is found, M skips
the detour LSP setup. |If a detour route is found, MP initiates the
detour LSP setup and considers PLR as the end-point of the detour

LSP. MP sends a PATH nessage towards PLR over the detour route hop-
by-hop. In the exanple of Figure 2, the detour route is in the order
of {MP-Pn2-Pnl-PLR}. Simlar to the |ink protection, PLR sends back
a RESV nessage towards MP through Pn(s). Transit node Pn(s) just
relay the PATH and RESV nessages w thout any specific node protection
procedure. The detour LSP setup is conpleted once the RESV nessage
is received and processed by M.

Figure 2 shows a typical exanple of node protection where Nis not a
branch node; it will be nore conplicated when N is a branch node that
is part of a RD P2MP/ MP2MP tree structure. The correspondi ng

mechani smis described in section 5.2.2.

3.2.2. Label Allocation and Binding for Node Protection

Simlar to link protection, node protection uses the single |abel
encapsul ati on and downstream | abel allocation nmethod in the detour
backup node. An exanple of the label allocation for node protection
is provided in Figure 6.

Lpl->Lp2, N Lp3->Lp- pe, PE
Lpl->Lb4, Pnl Lp2->Lp3, MP Lb3->Lp- pe, PE
Lpl +--------- + Lp2 +---m - m - + Lp3 +-------- + Lp-pe
== | RUPLR) |--------- | R(N e | R3(MP) |------ PE
Fommmm - + Fommmm - + Fomm - - +
Sender * * Recei ver
* *
* Lb4 4--------- + Lb5 4--------- + Lb3 *
******l R4(Pn1) |******| RS(PnZ) |******
B S + B S +
Lb4- >Lb5, Pnl Lb5->Lb3, MP
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Figure 6: Node Protection in Detour Mde

MP (R3) assigns a label Lp3 for the primary LSP and sends it to node
N via a PATH nessage over the protected route {MP-N-PLR}. N w |

all ocate a downstream | abel Lp2 and sends it to PLR via a PATH
nmessage. MP also assigns a | abel Lb3 for the detour LSP and sends it
to Pn2 via a PATH nessage over the detour route {MP-Pn2-Pnl-PLR}. M
bi nds | abel Lp3 with label Lb3 for this pair of primary and backup
LSPs. An entry ’'Lp3->Lp-pe, PE will be added to M s FIB for packet
forwardi ng over the primary LSP. Another entry 'Lb3->Lp-pe, PE wll
be kept in the FIB and used when a failover takes place and traffic
is redirected to the detour LSP.

There could be multiple transit nodes Pn(s) al ong the detour LSP,
each of which will allocate a downstream | abel and sends it to its
upstreamrouter. Eventually PLR receives the PATH nessage fromthe
protected node N and the transit node Pnl in this exanple. PLR binds
primary |abel Lp2 with the detour |abel Lb4, and adds two entries
intoits FIB: One entry ’'Lpl->Lp3, N for the traffic forwarding over
the primary LSP, and another entry ’'Lpl->Lb4, Pnl for the traffic
forwardi ng over the detour LSP. An exanple of the allocated | abels
and FIB entries in the FRR donain are nentioned in Figure 6.

3.2.3. Node Failure Repair in Detour Mde

Once the node N failure is detected by PLR, it will redirect the
traffic fromthe primary LSP to its detour LSP based on the binding
and forwarding entry ’Lpl->Lb4, Pnl'. The traffic is forwarded

t hrough LSR->Pnl-Pn2->MP. Eventually, MP will receive packets from
the detour path. Consulting its FIB forwarding entry ' Lb3->Lp- pe,
PE', traffic will then be forwarded to PE in the exanple of Figure 6,
so that the detoured traffic gets nerged into the primary path.

The | ocal repair nechanismfor the node protection is the sane as the
link protection in the detour node except that there are two |inks
{MP-N} and {N-PLR} to be protected in conjunction with the node N
protection. The FRR domain nust be configured so that both the |ink
and node failure detection nethods are specified. For exanple, BFD
needs to be activated between MP abd N, N and PLR, and PLR and MP.
PLR and MP can be used for either link repair, node repair or both
dependi ng on the results of BFD detection.

3.2.4. Re-Convergence after Local Repair
After a node failure takes place, the network topology will change.
As a consequence, the network will eventually re-converge and a new

best path will be conputed to establish the primary LSP. PLR will be
notified as soon as the new primary LSP is signaled and set up. PLR
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will send notification nmessages to Pnl and MP for tearing down the
detour LSP and wi t hdraw backup | abels.

4. Facility Backup for nRSVP-TE

Thi s section specifies nmechani snms and procedures for nRSVP-TE fast
reroute by using the facility backup nmethod. The term backup LSP
will be used to denote the LSP in the facility node for 1: N
protection. Note that the term detour LSP is no |onger used in
this section for the Facility backup.

The backup LSP differs fromthe detour LSP in that one single backup
LSP is used to protect nmultiple primary LSPs. Ceneral speaking, two
| abels will be used for the backup LSP with the inner |abel being
used to indicate which primary LSP i s being protected.

4.1. Link Protection in Facility Backup Mde
4.1.1. Backup LSP Setup for Link Protection

Simlar to the detour LSP setup, MP sends a RSVP PATH nessage towards
PLR over the primary route. Once the PATH nessage is sent out, M
w Il execute the backup LSP procedures as per the foll ow ng steps:

0 Check whether there has been a backup LSP created to protect the
link between PLR and MP. If a backup LSP is found, skip the
further process at MP, e.g., do not send a PATH nessage over the
backup route for LSP setup. However, this does not nean that no
process is needed for link protection. Later on, the PLR will
all ocate an inner |abel for each newy created primary LSP and
send it to Pn(s) and MP via RESV nessages. Details for | abel
al I ocati on and packet encapsul ation are discussed in section
4.1. 2.

o If there is no backup LSP available, MP initiates the backup LSP
setup: MP cal cul ates a backup route by using CSPF taking PLR as
t he endpoi nt of the backup LSP and sends a PATH nessage towards
PLR hop- by-hop over the backup route. 1In the exanple of Figure 1
PATH nmessages will be sent fromM to Pn (R3) and relayed to PLR
(R1). PLRw Il then send a RESV nessage to MP, so as to conplete
t he backup LSP setup. Section 4.1.2 specifies the details about
t he | abel allocation and binding.

Zhao, et al. Expires July 13, 2013 [ Page 15]



I nternet-Draft NMRSVP- TE FRR January 2013

4.1. 2. Label Allocation for Link Protection

As a backup LSP protects one or nore primary LSPs, the facility
protection schenme uses two | abels for packet forwarding. The outer

| abel is used for regul ar packet forwardi ng hop-by-hop over the
backup LSP, while the inner |abel is used to represent a primary LSP
and used by MP to nerge traffic forwarded over the backup LSP to its
corresponding primary LSP. Miltiple primary LSPs will share the
common outer |abel while the inner label is unique for each protected
LSP. Figure 7 bel ow shows how the two | abel s are assi gned and used
for the facility backup. There are two primary LSPs to be protected
by a common backup LSP in this exanple.

in PLR FIB in MP FIB
LSP1-Entry Lpll->Lpl2, MP Lpl2->Lp- pel, PE1
FRR Lpl2, Lpl1l->Lb3, Pn FRR: Lpl2, Lb2- >Lp- pel, PEL
LSP2-Entry Lp21->Lp22, MP Lp22- >Lp- pe2, PE2
FRR Lp22, Lp21->Lb3, Pn FRR: Lp22, Lb2- >Lp- pe2, PE2
LSP1-Lbl Lpl1l Lpl2 Lp- pel
LSP2- Lbl Lp21+--------- + Lp22 S R + Lp-pe2
------- | RI(PLR) |------------] R2(MP) |-------PEl, Receiver
Sender A + Protected +-------- +o-o-- - PE2, Recei ver
* Li nk *
* * Backup Tunnel
Lb3 * * Lb2
Fommmmeaa +
| R3(Pn) |
R +

FRR: Lpl2, Lb3->Lb2, MP
FRR Lp22, Lb3- >Lb2, MP

Figure 7. Label Allocation for Link Protection in Facility Mode

Assune that primary LSPl1 is created first, MP assigns a downstream

| abel Lpl2 for LSPl1 being protected and sends the label to PLR via a
PATH nmessage over route {MP-PLR}. Because the primary LSP1 is the
first LSP created over this route, MP al so assigns a downstream | abel
Lb2 for the backup LSP and sends it to Pn via a PATH nessage over the
backup route {MP-Pn-PLR}. Pn allocates a downstream | abel Lb3 and
sends it to PLR via a PATH nessage.

Once PATH nessages are received from MP and Pn respectively, PLR will
all ocate an inner | abel to represent the primary LSP1 for the backup
LSP. The nethod to allocate the inner |abel is inplenentation-

specific. In this exanple, label Lpl2 is used as the inner |abel to
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represent primary LSP1 over the backup LSP. LSR at nerge point uses
the inner |label to |ocate the corresponding primary LSP. The inner
| abel is propagated fromPLR to MP by a RESV nessage. Note that PLR
and MP are the only LSRs that actually see, use or process the inner
| abel , while other transit node Pns do not process the inner |abel.

The process for the second or additional primary LSPs protected by
the sane backup LSP is different fromthat for the first one. M
does not all ocate any new downstream | abel for the backup LSP since
t he backup LSP for the first primary LSP is shared between all the
primary LSPs protected by the sanme backup LSP. But the PLR s
required to allocate an inner |abel for each newy created primary
LSP and sends it to MP hop-by-hop via a RESV nessage.

We use Figure 7 as an exanple to show the packet forwarding FIB entry
by using the follow ng format:

FRR: (i nner | abel), (incom ng outer |abel)->(outgoing outer |abel), NHOP
When MP al |l ocates the downstream | abel Lpl2 for the primary LSP1, an
entry ' Lpl2->Lp-pel, PE1l’ is added into M s FIB. Another FRR entry
"FRR: Lgl2, Lb2->Lp-pel, PEl’ is added when MP receives a RESV
nmessage that carries an inner |abel Lgl2 and binding information wth
LSP1. So the MP wll have two forwarding entries for each protected
LSP. In this exanple MP will maintain four entries inits FIB for
the two protected paths LSP1 and LSP2:

Lpl2->Lp-pel, PE1

Lp22- >Lp- pe2, PE2

FRR: Lpl2, Lb2 -> Lp-pel, PEl

FRR: Lp22, Lb2 -> Lp-pe2, PE2
PLR creates a forwarding entry for a primary LSP whenever it receives
a PATH nmessage for the setup of a new primary LSP. For each primary
path LSP1, once PLR receives the PATH nessage fromthe backup route,
PLR al | ocates an inner |label for the primary LSP and creates an FRR
entry inits FIB. The PLR FIB will have these entries for the two
protected LSP LSP1 and LSP2:

Lpll ->Lpl2, MP

Lp21->Lp22, MP

FRR Lpl2, Lpll -> Lb3, M
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4.

4.

4.

4.

FRR Lp22, Lp21 -> Lb3, W

Note that the transit routers Pn use the outer |abel for packet
forwardi ng and keep the inner |abel untouched.

1.3. Link Failure Repair in Facility Mode

Before a link failure is detected, PLR encapsul ates user packets with
a single label Lpl and forwards the packet to MP. M also uses a
singl e | abel encapsul ation and forwards the packet to PE (as per
Figure 7).

After alink failure is detected, the PLR (for exanple, RL in Figure
7) wll encapsulate traffic with two | abels: the outer |abel Lb2 is
used for packet forwarding over the backup path, while the inner

| abel Lp2 is used to map traffic to the corresponding primary LSP.

MP will pop out outer |abel Lb2 if needed, swap inner |abel Lpl2 wth
Lp-pel, and then forward packets to PEl, as per the exanple of Figure
7.

1.4. Re-Convergence after Local Repair

After a link failure occurs, the network will reconverge. PLR w |
be notified as soon as a new best path for the primary LSP wll| be
found and activated. Then PLR w Il tear down the backup LSP, rel ease
backup | abels and clean up entries inits FIB

2. Node Protection in Facility Backup Mde
2.1. Backup LSP setup in Facility Mde

Two nmet hods for node protection in the facility protections schene
have been illustrated in Figures 3 and 4. The nethod shown in Figure
3 uses a P2MP or MP2MP backup LSP to protect a branch node N, the

met hod shown in Figure 4 uses multiple LSPs to protect the node N
The first nmethod is likely to reduce traffic replication on the
backup LSP; the second nethod suffers fromtraffic overhead because
mul ti pl e backup sub-LSPs are used. Wich nethod to use is design
option. In this docunent, we will use the nethod shown in Figure 3
to describe the node protection nechanismin the facility protection
schene.

Specific procedures are needed for the P2MP or MP2MP tree setup and

| abel allocation. Assune that LSR PE1l joins a primary P2MP tree
structure in the exanple of Figure 3. PEl sends a RSVP PATH nessage
to MP1 for LSP setup, this PATH nessage will be relayed to PLR

t hrough node N being protected. M1l calcul ates the backup route with
a constraint to avoid node N, it initiates the backup LSP setup by
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sendi ng a PATH nessage over the backup path {MP1-Pn2-Pnl-PLR}. RSVP
RESV nessages will then be sent in return by PLR to MP1 through the
primary {PLR-N-MP1} and the backup {PLR-Pnl-Pn2-MP1l} routes
respectively.

Later on, another LSR PE2 joins the P2MP tree by sending a PATH
message to MP2. MP2 will relay the PATH nessage to node N being
protected. Then N beconmes a branch node and it is therefor not
necessary to send PATH nessages to the PLR anynore. MP2 perforns the
same procedure as MP1 did for the first branch {PE1- MP1-N}, a backup
route {MP2-Pn2-Pnl-PLR} will be conputed by CSPF, and the node Pn2
now beconmes a branch node that belongs to the backup P2MP tree. The
PATH nessage that used to be sent by Pn2 towards the PLR is not
necessary anynore. RSVP RESV nessages w Il be sent back by the PLR
to MP2 through the primary route {PLR-N-MP2} and the backup route
{PLR- Pn1- Pn2- MP2} respectively.

Whenever additional primary LSP(s) are set up as far as the sane node
N and PLR are connected, all these primary LSPs can be protected by

t he single backup LSP. The procedure to setup the primary LSP is the
same as what is used for the first primary LSP setup, the key
technique is to allocate a unique identifier to a primary LSP and
bind it with the backup LSP, as per the nechanismdiscribed in
section 4. 2. 2.

4.2. 2. Label Allocation for Node Protection

In order to achieve 1:.n protection in Facility node, a unique
identifier nust be assigned to represent each primry LSP being
protected. This identifier should be advertized to all the LSRs in a
FRR domai n and used for traffic switchover in case of node N failure.
There are many ways to assign and use the identifier, and this
docunent gives a sanple mechani sm based upon ULA (Upstream Label

Al location) to assign a MPLS |label and use it as the identifier of a
primary LSP. Figure 8 provides an exanple of |abel allocation and
FIB entry creation for the node protection in Facility node.
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Entry in PLR Entry in N Entry in MP1:
Lpl->Lpu, N Lpu->Lpu, VP1 Lpu->Lp- pel, PE1
FRR: Lpu, Lpl->Lb4, Pnl Lpu- >Lpu, MP2 FRR: Lpu, Lbu- >Lp- pel
Lpl +------- + Lpu +------- + Lpu +------- + Lp-pel
----- | RLI(PLR) | --------------] RR(N) |-------|R3(MP1)|------- PE1
Fooaonas + Fooaoaas + Fooaonas +
Sender * Protected \ * Recei ver
* Node \
* Backup \ *
* Tunnel *\
* Lbu * \Lpu
* * \
Lb4g * Foeme- - + Lb5 +------- + Lbu  +------- + Lp-pe2
****l R4( Pnl) | *******l R5( Pn2) | ******l R6( NPZ)' ________ PE2
B + B + B +

Entry in Pnl
FRR: Lpu, Lb4->Lb5, Pnl
Entry in Pn2:
FRR: Lpu, Lb5->Lbu, MP1
FRR: Lpu, Lb5->Lbu, MP2
Entry in MP2:
Lpu- >Lp- pe2, PE2
FRR: Lpu, Lbu- >Lp- pe2, PE2

Figure 8: Label Allocation for P2MP Node Protection in Facility Mde

In the FRR donmain of Figure 8, an identical |abel Lpu is assigned to
t hese sub-LSPs over the primary LSP: {PLR-N}, {N MP1} and {N MP2}.
Lpu can be allocated by the branch node N for the primary LSP and
used as the identifier of the primary LSP. If there are nmultiple
primary LSPs that cross the sane node N and need to be protected by
the single backup LSP, there will be multiple Lpu | abels assigned for
each of the primary LSPs accordingly. |In order to guarantee the

uni queness of Lpu in node N and MPs, the LSRs are required to have
ULA capability in FRR donmain. |In addition, an algorithmfor ULA
assi gnment and negoti ati on anong the LSRs needs to be further

speci fied by a yet-to-be-published internet draft.

During normal operation, PLR encapsul ates packets with the | abel Lpu
and forwards themto node N over the primary LSP. The node N as a
branch node will replicate traffic to MP1L and MP2 using | abel Lpu in
t he exanple of Figure 8. Wen a node failure is detected, PLR w ||
redirect traffic to the backup LSP, and the two | abels will be used
for packet encapsul ation over the backup LSP. The inner |abel is Lpu
and uniquely identifies a primary LSP; the outer | abel is allocated
by MP and Pn(s) using DLA (Downstream Label Allocation), which is
used for packet forwarding over the backup LSP by neans of RSVP-TE
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mechani sm
Detail ed | abel allocation on each LSR is descri bed bel ow.
1. Label Allocation and FRR Entry on MP1 and MP2:

For the first primary LSP setup, MPl assigns a downstream | abel Lpdla
for the primary LSP and sends it to the protected node N via a PATH
nmessage. Node N discards Lpdla and uses ULA to assign a new | abel
Lpu that will be used as a downstream | abel for N to send packets to
MP1.

Node N sends the | abel Lpu to MP1 via a RESV nessage; MP1 repl aces
its downstream assigned | abel Lpdla with Lpu. If Lpu has been used by
anot her LSP on the LSR, MP1 will request node N to assign another Lpu
by a RSVP notify message. In case of conflict, an ULA negotiation
procedure has to be executed (this procedure is TBD).

MP1 al so assigns a downstream | abel Lbdla for the backup LSP and
sends it to Pn2 via a PATH nessage over the backup route {MPl-Pn2-
Pnl-PLR in Figure 8. Pn2 is a branch node and will therefore
execute the sane procedure as the branch node N on the prinmary LSP.
Pn2 di scards | abel Lbdla received fromthe PATH nessage, assigns a
new | abel Lbu and sends it to MP1 via a RESV nessage.

Once a RESV nessage is originated by PLR and sent through the backup

route, MP1L will get an inner |abel Lpu that represents the primary
LSP in this exanple. MP1 adds a FRR entry with both inner and outer
|abel inits FIB. MP1 FIB w Il have two forwarding entries for the

LSP being protected in Facility node:
Lpu->Lp-pel, PE1l
FRR Lpu, Lbu->Lp-pe2, PE2

Wth the sane process, MP2 will have two forwarding entries for the
LSP bei ng protected:

Lpu->Lp- pe2, PE2

FRR. Lpu, Lbu->Lp-pe2, PE2
2. Label Allocation and FRR Entry on Pn2 and Pnl
As nmentioned in the | ast paragraph, when Pn2 (transit branch node)
recei ves PATH nessage from MP1 and MP2 respectively, it will allocate

| abel Lbu and sends it to each MP. Pn2 will have two forwarding
entries for the LSP bei ng protected:
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FRR Lpu, Lb5->Lbu, MP1
FRR Lpu, Lb5->Lbu, MP2

Pnl is a transit node and has only one FRR entry for the LSP being
pr ot ect ed:

FRR Lpu, Lb4->Lb5, Pn2
3. Label Allocation and FRR Entry on PLR

PLR receives a PATH nessage fromnode N that carries a downstream

| abel Lpu and a PATH nessage from Pnl that carries a downstream | abel
Lb5. PLR uses Lpu as an inner |abel for the primary LSP and sends it
towards MPs through Pnl by means of RESV nessage. PLR will maintain
two entries inits FIB for a goiven protected LSP:

Lpl->Lpu, N
FRR Lpu, Lpl->Lbl, Pnl

For every add-in primary LSP being protected by the same backup LSP,
PLR will assign an inner |abel and send it to LSRs across the backup
LSP so that each LSR can add the corresponding FRR entry in its FIB
and use this entry to forward traffic over the backup LSP.

4.2.3. Node Failure Repair and Packet Encapsul ati on

Once protected node N fails and the failure is detected by PLR, it
will initiate a swtchover by redirecting traffic to the backup LSP.
Packet encapsul ation in each LSR over the backup LSP w | be done
based on the FRR entries of its FIB. For exanple (Figure 8), a
packet that arrives at PLR and which is supposed to be forwarded to
node N by using entry ’'Lpl->Lpu, N, will be redirected to Pnl based
on entry ' FRR Lpu, Lpl->Lb4, Pnl'. PLR encapsul ates the packet with
Lpu as inner |abel, Lb4 as outer |abel and forwards it to Pnl. Pnl
will swap outer |abel for packet forwarding and keep inner | abel
unchanged.

Once the packet reaches MP1, MP1 will pop out the outer |abel, swap
the inner |abel with outgoing |abel Lp-pel and forward the packet to
NHOP PE1 with a single |abel Lp-pel, the packet de-capsul ation/
encapsul ation is based on the ' FRR Lpu, Lbu->Lp-pel, PEl" entry.
Once traffic reaches MPL, it is then nerged with the primary path.
The sane procedure is applicable to receiver LSR MP2.
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4.

9.

2.4. Re-convergence after Local Repair

Routers that do not belong to the FRR domain are not inpacted by the
link failure and | ocal repair procedures. However, the network will
eventual |y re-converge and a new best path to reach the root of the
RD P2MP tree structure will be conputed by PELlL and PE2 (Figure 8).
PLR will be notified as soon as the new primary path is determ ned.
PLR wi Il send notification nessage to Pn and MP sp that they tear
down the detour LSP and w thdraw backup | abels. There is no

di fference between facility and detour nmethods in terns of re-
conver gence process.

| ANA Consi der ati ons

TBD.

Manageabi | ity Consi derations

TBD.

Security Considerations

TBD.
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